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We explain how formal verification and program synthesis can be used to (1) detect side-channel leaks of software code running on portable devices, (2) prove the absence of side-channel leaks, and (3) transform software to eliminate such leaks. We use power side-channel leaks in cryptographic software as examples, but the underlying techniques are applicable to other types of side channels and software systems as well.

1. INTRODUCTION

Programmers often view the computing devices as blackboxes, but real computers leak information of the software they execute through various side channels, e.g., variations in power dissipation, radiation, execution time, and sound signature of the processor. Side-channel information may be exploited by adversaries. For example, while cryptographic algorithms may be secure against hundreds of years of brute-force attacks, their actual implementations may be broken in hours or even minutes in the presence of side-channel leaks.

Since the seminal work on differential power analysis [Kocher et al. 1999], many similar techniques have been developed, making side-channel analysis (SCA) a real threat to commercial hardware and software. Examples from the past few years include the use of SCA to extract secret keys from contactless smartcards [Kasper et al. 2011], keyless entry systems [Eisenbarth et al. 2008], secure memory modules [Balasch et al. 2012], and field programmable gate arrays (FPGAs) [Moradi et al. 2011; Skorobogatov and Woods 2012; Moradi et al. 2013]. Furthermore, new sources of side-channel leakage and methods to exploit them are discovered on a regular basis. For example, the sound made by a processor as it executes the public-key RSA algorithm was found to be a viable side channel to reveal the secret key [Genkin et al. 2014] — although a patch was quickly made and distributed, it is still worrisome that side-channel leakage can be found in such widely distributed production software.

A fundamental difficulty in mitigating side-channel leaks is that their physical sources are at the level of the processor hardware, an abstraction layer typically invisible to programmers. For example, data-dependent control flow in software will impact the power dissipation of the processor hardware, but for an average programmer, it may be difficult or even impossible to tell how much harmful side-channel leakage would occur. A similar problem exists with the prediction of execution time, another source of side-channel leakage, or the prediction of cache misses and their impact on the execution time. Average programmers tend to view the computing device as an
abstract machine while ignoring architectural details of the processor (such as out-of-order execution) and storage (such as register allocation and cache), thus making side-channel leakage a concept that is hard to grasp for them.

Current implementation of side-channel resistant software in embedded computing applications relies on manual efforts of experts, but even for them, this process is complex and error-prone. Furthermore, there are no techniques available to verify these handcrafted implementations, let alone generating them automatically. Although automation is desirable, existing verification and synthesis techniques are not sufficient. The reason is because, first, side-channel resistance is a non-functional property, which cannot be handled by techniques developed for proving functional correctness [Clarke et al. 1999; McMillan 1994]. Furthermore, unlike the non-interference property in information-flow security [Sabelfeld and Myers 2003], side-channel resistance is a statistical property, which requires fundamentally new analysis techniques.

We outline the development of a new type of verification and program synthesis techniques to aid in the construction of side-channel resistant software for embedded computing applications, e.g., cryptographic software used in various cyber-physical systems (CPS) and the Internet of things (IoT) where physical security of the computing devices is a major concern. As shown in Fig. 1, the automated analysis and code transformation framework consists of techniques being developed along the following directions:

- **Quantifying side-channel leaks.** First, we need to formally define what it means for a piece of software to be side-channel resistant on a given platform, and in case it is not side-channel resistant, how to quantify the amount of leakage.

- **Verifying side-channel resistance.** For existing and manually-secured software code, we need new verification techniques to formally prove that the implementation is indeed side-channel resistant.

- **Synthesizing countermeasures.** We also need program synthesis techniques for automatically generating functionally-equivalent, but side-channel resistant, software code to replace the original code. They must go beyond simple compiler transformations, to handle unknown vulnerabilities and generate new implementations.

- **Validation on real devices.** Finally, the resulting software code must be validated on real devices to ensure our modeling and synthesis accurately reflect side-channel leaks observed in the physical world.

In the remainder of this article, we use power side-channel leaks in cryptographic software as examples to illustrate our recent work on formally verifying side-channel resistance [Eldib et al. 2014b; Eldib et al. 2014c] as well as synthesizing countermeasures [Eldib and Wang 2014b]. Then, we discuss how to extend these techniques to handle other types of side channels and software systems.

### 2. PRELIMINARIES

We assume the software code implements a cryptographic function \( c \leftarrow f(x, k) \), where \( x \) is the plaintext, \( c \) is the ciphertext, and \( k \) is the secret key. The goal of the adversary is to compute \( k \) based on knowledge of \( x \) and \( c \) as well as the information of internal computations leaked through side channels.
It is possible to implement \( c \leftarrow f(x, k) \) in a manner such that the side-channel leakage remains harmless, e.g., using the idea of secret sharing [Chari et al. 1999]. In this approach, every internal variable \( v \) of the software program is split into \( n + 1 \) shares \( v_0, v_2, \ldots, v_n \) such that \( v = v_0 \oplus v_1 \oplus \ldots \oplus v_n \), where \( \oplus \) is a suitable masking operator, e.g., the XOR operator in Boolean domain. Among these \( n + 1 \) shares, \( n \) are randomly chosen masks and the remaining one is computed as a matching share. Since every masked share \( v_i \) is statistically independent of the original \( v \), leakage of individual shares or any combination of \( \leq n \) shares will not reveal \( v \).

Splitting variables into shares affects the internal operations of the program. Thus, we call the new program a masked program. Furthermore, the number of shares corresponds to the order of masking, e.g., in an order-\( d \) masking, every variable is split into \( d + 1 \) shares. If \( f(x, k) \) were a linear function of \( k \) with respect to XOR, masking would be straightforward, because \( f(x, k \oplus r) \oplus f(x, r) = f(x, k) \oplus f(x, r) \oplus f(x, r) = f(x, k) \). That is, we can mask the sensitive \( k \) by the XOR with a random variable \( r \) before the computation, and de-masking afterward by the XOR with \( f(x, r) \). However, in practice, \( f(x, k) \) is always a non-linear function, which means masking requires a complete rewriting of the software code, and the process is labor-intensive and error-prone.

**Threat Model.** We assume an adversary knows the value of the plaintext \( x \), the ciphertext \( c \), and side-channel information of at most \( d \) intermediate computation results; they correspond to variables in the program. Let \( I_1, I_2, \ldots, I_d \) be the set of intermediate results. Furthermore, each \( I_i(x, k, r) \) is a function in terms of \( x, k \), and random variable \( r \) introduced to mask the sensitive \( k \). Thus, the adversary does not have access to the value of \( r \). However, if the side-channel leakage associated with \( I_i \) or any combination of \( \leq d \) intermediate results is dependent of \( k \), we say the implementation of \( c \leftarrow f(x, k) \) is vulnerable to SCA based attacks.

A necessary condition for \( f(x, k) \) to be side-channel resistant is that all intermediate computation results are either logically independent of \( k \) or logically dependent of (and thus masked by) some random variable \( r \). The condition seems reasonable and can be easily checked [Bayrak et al. 2013]. However, it is a logical property (as opposed to statistical property)—we will show that the condition is not sufficient for ensuring side-channel resistance.

**Leakage Model.** A widely used power model is the Hamming Weight (HW) model, which relates variations in the power dissipation of the processor to values of its registers, which in turn hold variables used in the software program. More specifically, the power dissipation correlates to the number of logical-1 bits of intermediate computation results. We have shown in our work [Eldib et al. 2014c] that the HW model is sufficiently accurate for conducting DPA attacks on embedded systems. Sometimes, however, the Hamming Distance (HD) model needs to be used instead, to relate variations in power dissipation to differences between the register values and their initial states [Brier et al. 2004].

The example in Fig. 2 shows that, under the HW model, logically dependent of some random variable is not the same as statistically-independent of the secret. Here, \( k \) is the secret bit, \( r_1 \) and \( r_2 \) are the random bits, and \( o_1, o_2, o_3, \) and \( o_4 \) are the masked intermediate results. According to the truth table on the right-hand side or functions on the left-hand side, all four intermediate results are logically dependent of \( r_1, r_2 \) and thus are masked. However, the first three still leak secret information because they are not perfectly masked. Specifically, \( o_1 \) leaks information of \( k \) because, if it were logical 1, \( k \) would also be logical 1 regardless of the values of the random variables. \( o_2 \) leaks information of \( k \) because, if it were logical 0, \( k \) would also be logical 0. \( o_3 \) leaks information of \( k \) because, if it were logical 1 (or 0), there would be a 75% chance that \( k \)
is also logical 1 (or 0). In contrast, \( o_4 \) does not leak information of \( k \) because, regardless of whether \( k \) is logical 1 (or 0), there is a 50% chance that \( o_4 \) is logical 1 (or 0).

Perfect Masking. Following [Blömer et al. 2004], we define perfect masking for the implementation of \( c \leftarrow f(x, k) \) as follows. Given a pair \((x, k)\) of plaintext and secret key, together with \( d \) intermediate results \( I_1(x, k, r), \ldots, I_d(x, k, r) \), where \( r \) is a random variable in the domain \( R \), we say \( f \) is order-\( d \) perfectly masked if the joint distribution of \( I_1, \ldots, I_d \) is independent of \( k \). Otherwise, we say the implementation is vulnerable to order-\( d \) SCA-based attacks. The intermediate result \( o_4 \) in Fig. 2, for example, is perfectly masked and thus is immune to first-order attacks.

### 3. VERIFYING THE SIDE-CHANNEL RESISTANCE

A verification procedure for deciding if \( f(x, k) \) is perfectly masked works as follows. Initially, the input variables are annotated such that all plaintext bits in \( x \) are marked as public, all key bits in \( k \) are marked as secret, and all bits in \( r \) are marked as random. Then, for each intermediate result, denoted \( I(x, k, r) \), the procedure checks if \( I \) is perfectly masked by \( r \).

For ease of presentation, we assume \( d = 1 \). Thus, verifying if \( I \) is perfectly masked is the same as checking the validity of the following formula:

\[
\forall x. \forall k. \forall k'. \left( \sum_{r \in R} I(x, k, r) = \sum_{r \in R} I(x, k', r) \right)
\]

Here, \( x \) denotes the plaintext value, \( k \) and \( k' \) denote two values of the key, and \( r \) denotes the random variable. Thus, for each combination \((x, k, k')\),

- \( \sum_{r \in R} I(x, k, r) \) denotes the number of values of \( r \) making \( I \) logical 1; and
- \( \sum_{r \in R} I(x, k', r) \) denotes the number of values of \( r \) making \( I \) logical 1.

Assume that \( r \) is uniformly distributed in \( R \), the above summations are probabilities of \( I \) being logical 1 under the plaintext value \( x \) and the two key values \( k \) and \( k' \).

Given a cryptographic software program, we first obtain a branch-free representation by merging all if-else branches. Since there are typically no input-dependent loop bounds (otherwise, they may be timing side channels), we apply loop unrolling to obtain a loop-free program. Since all variables are bounded integers, we can model them as finite-length bit-vectors or even construct a purely Boolean program. Fig. 3 shows a masked version of \( c \leftarrow (k_1 \land k_2) \), where \( r_1 \) and \( r_2 \) are two random bits. The corresponding de-masking function, which is not shown in the figure, would be \( c \oplus (r_1 \land r_2) \). Due to the property of XOR, de-masking would produce the desired value \((k_1 \land k_2)\).

Thus, we can traverse the abstract syntax tree (AST) of the given program, and for each intermediate result \( I \), check if \( I \) is perfectly masked. For ease of implementation, instead of checking the validity of the above universally-quantified formula, we use a

<table>
<thead>
<tr>
<th>( x )</th>
<th>( k )</th>
<th>( r_1 )</th>
<th>( r_2 )</th>
<th>( o_1 )</th>
<th>( o_2 )</th>
<th>( o_3 )</th>
<th>( o_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 2. Four masking schemes with different side-channel leakages and the corresponding truth table when \( x = 0 \). Although \( o_1, o_2, o_3 \) are masked by random bits \( r_1 \) and \( r_2 \), they still leak secret information about \( k \). In contrast, \( o_4 \) does not have side-channel leakage.
1: compute(bool k1, bool k2, bool r1, bool r2){
2: bool n1, n2, n3, n4, n5, n6, n7, n8, c;
3: n1 = k1 ⊕ r1;
4: n2 = k2 ⊕ r2;
5: n3 = n1 ∧ n2;
6: n4 = k2 ⊕ r2;
7: n5 = r1 ∧ n4;
8: n6 = k1 ⊕ r1;
9: n7 = r2 ∧ n6;
10: n8 = n5 ⊕ n7;
11: c = n3 ⊕ n8;
12: return c;
13: }

Fig. 3. Example Boolean program and its graphic representation (⊕ denotes XOR; ∧ denotes AND).

constraint solver to check the satisfiability of its negation, shown as follows:

$$\exists x. \exists k. \exists k'. \left( \sum_{r \in R} I(x, k, r) \neq \sum_{r \in R} I(x, k', r) \right)$$

If the formula is satisfiable, the solver will return a plaintext value x and two different key values (k, k') such that the probabilities of I(x, k, r) and I(x, k', r) being logical 1 differ. Therefore, some information of k is leaked. In contrast, if this formula is unsatisfiable, it means no such leak is possible.

Model Counting. Thus, the verification of side-channel resistance can be viewed as comparing the number of satisfying assignments of two closely-related formulas. This is the case not only for power side channels, but also for other types of side channels because, fundamentally, the attacks all rely on correlation-based statistic analysis. Consequently, unlike standard verification techniques, which rely on SAT and SMT solvers as the decision procedures, the new verification techniques need SAT# and SMT# solvers to support model-counting. Although model-counting solvers are not yet as mature as standard SAT and SMT solvers in terms of speed and scalability, they are catching up rapidly [Chakraborty et al. 2013; Chakraborty et al. 2014; Aydin et al. 2015; Fremont et al. 2017].

Without using specialized solvers, we can still solve the verification problem [Eldib et al. 2014b], albeit in a less efficient fashion. Fig. 4 is a pictorial illustration of our encoding for I(k1, k2, r1, r2), where k1, k2 are key bits and r1, r2 are random bits. Each box in the figure denotes a copy of the input-output relation of I but with random bits customized to values 00, 01, 10, and 11, respectively. Furthermore, the first four boxes correspond to one set of key values, denoted k1 and k2, and the remaining four boxes correspond to another set of key values, denoted k'1 and k'2. The summations add up the number of logical 1’s,
while the comparison on the right-hand side checks if the probabilities of $I(k_1, k_2, \ldots)$ and $I(k'_1, k'_2, \ldots)$ being logical 1 can differ.

**Compositional Verification.** Whether we use specialized solvers or standard solvers does not change the fact that, in the worst case, the number of satisfying assignments is exponential in the number of random bits in $r$. This may cause scalability problems. Fortunately, certain properties of masked programs allow us to apply compositional analysis. That is, instead of verifying the whole program, we partition the AST into small code regions, and apply the model-counting based analysis only to each individual code region, one at a time.

This is possible because a common strategy used by cryptographic system engineers is to create a chain of small modules, where the inputs of each module are masked before executing its logic and are de-masked afterward. To avoid having unmasked intermediate values, the inputs to the successor module are masked with fresh random variables before they are de-masked from the random variables used by the previous module. Due to the **associativity** of XOR ($\oplus$), reordering these masking and de-masking operations would not change the result. We have shown [Eldib et al. 2014b] that such property may be exploited for performance optimization in real applications.

**Quantifying the Leakage.** Our verification procedure so far only checks if a given program is perfectly masked. However, it cannot quantify the amount of leakage in programs that are not perfectly masked. To differentiate the strengths of masking schemes, e.g., $o_1, o_2, o_3$ in Fig. 2, we have extended the definition of perfect masking to quantify the amount of residual leakage [Eldib et al. 2014c]. That is, we define the **quantitative masking strength (QMS)** as the minimal value of $(1 - \Delta_{qms})$ such that,

$$|E(I_i \mid k = \kappa \land x = \chi) - E(I_i \mid k = \kappa' \land x = \chi)| \leq \Delta_{qms}$$

holds for all intermediate results $I_i(x, k, r)$, all plaintext values $\chi$, and all key values $\kappa$ and $\kappa'$, where $\kappa \neq \kappa'$. Here, $E(I_i \mid k = \kappa \land x = \chi)$ can be viewed as the number of values of $r$ under which $I_i(\kappa, \chi, r)$ evaluates to logical 1.

Consider the example in Fig. 2 again. We have

$$\Delta_{qms}(o_1) = 1/4 - 0/4 = 0.25 \quad \Delta_{qms}(\overline{o_1}) = 4/4 - 0/4 = 0.25$$

$$\Delta_{qms}(o_2) = 4/4 - 1/4 = 0.75 \quad \Delta_{qms}(\overline{o_2}) = 3/4 - 0/4 = 0.75$$

$$\Delta_{qms}(o_3) = 3/4 - 1/4 = 0.50 \quad \Delta_{qms}(\overline{o_3}) = 3/4 - 1/4 = 0.50$$

$$\Delta_{qms}(o_4) = 2/4 - 2/4 = 0.00 \quad \Delta_{qms}(\overline{o_4}) = 2/4 - 2/4 = 0.00$$

Intuitively, the numbers are consistent with the amount of power leakage. For example, the perfectly-masked $o_4$ has $\Delta_{qms} = 0.0$, which corresponds to $QMS = 1.0$. For each of the remaining three, the larger $\Delta_{qms}$, the more information it leaks.

To decide whether a given software program meets the QMS requirement, we check if there exists any intermediate result $I(x, k, r)$ that satisfies the following formula:

$$\exists x, k, k'. \left( \sum_{r \in R} I(x, k, r) - \sum_{r \in R} I(x, k', r) \right) > \Delta_{qms} .$$

If this formula is satisfiable, there exist some values for $x$ and $(k, k')$ such that the difference between distributions of $I(x, k, r)$ and $I(x, k', r)$ is larger than the expected $\Delta_{qms}$. On the other hand, if the above formula is unsatisfiable for all intermediate results of the program, the implementation meets the QMS requirement.

**4. SYNTHESIZING SIDE-CHANNEL RESISTANT SOFTWARE**

Given some not-yet-masked software code as input, we use **inductive program synthesis** to systematically search for an alternative, functionally-equivalent, but side-channel resistant implementation. Although recent years have seen a renewed interest
in applying inductive synthesis to a wide variety of applications [Solar-Lezama et al. 2005; Jha et al. 2010; Gulwani 2011; Harris and Gulwani 2011; Harris et al. 2013; Alur et al. 2013; Eldib and Wang 2014a; Eldib et al. 2016], prior to our work, it has never been used to mitigate side-channel leaks.

Our synthesis procedure relies on a set of architectural parameters to estimate the leakage. For each side channel, we leverage a different type of code transformation, or countermeasure, to eliminate the leakage. Specifically, for instruction timing, the countermeasure would be CFG-balancing, which is to remove all branching conditions that are dependent on the sensitive data. For cache-memory timing, the countermeasure would be to remove the dependency between table lookups and the sensitive table content. For power side channel, the countermeasure would be masking, which removes the dependency between variations in power dissipation and the sensitive data.

The overall flow of our synthesis procedure is shown in Fig. 5. Given the application software together with a set of sensitive variables and architectural parameters, it first extracts an abstract syntax tree (AST) representation of the program. Then, it generates a candidate program that is functionally equivalent to the original program—the two programs produce the same output for the same input. Next, it verifies that the candidate program is free of side-channel leaks. If the verification succeeds, we are done. Otherwise, we block this candidate program and try again.

To generate the candidate program, we create a skeleton of the program’s AST, which captures any syntactically correct program up to that size. For example, the skeleton AST of size 5 shown in Fig. 6 can represent any candidate program with up to five AST nodes: Op represents any of the predefined binary operators, V|C means the node represents either a variable or a constant, and the root node represents the computation output, which must be functionally equivalent to the original program.

We use SMT solvers to search among the candidate programs. That is, to determine the node types, variable names, and constant values of the skeleton AST, we construct a formula Φ such that Φ is satisfiable if and only if the candidate program is functionally equivalent to the original program. If Φ is unsatisfiable, it means no solution exists; in this case, we increase the skeleton size and try again.

Fig. 5. Counterexample-guided inductive synthesis procedure.
If \( \Phi \) is satisfiable, we have found a candidate program, e.g., as in Fig. 7, which is an instantiation of the skeleton AST. The next step is to verify that it is free of side-channel leaks. Toward this end, we create another formula \( \Psi \) such that \( \Psi \) is satisfiable if and only if the candidate program has side-channel leaks. If \( \Psi \) is unsatisfiable, the candidate program is proved to be a valid solution and we are done. Otherwise, we block this candidate program and try again.

Fig. 8 shows a masked implementation of the \( \chi \)-function of a reference implementation of MAC-Keccak, which is NIST’s new SHA-3 crypto-hashing algorithm [NIST 2013]. The original code is on the left-hand side and the new code is on the right-hand side. We guarantee that all intermediate results in the new program are perfectly masked. That is, by assuming \( r_1, r_2 \) and \( r_3 \) are uniformly distributed random variables, our method guarantees that the probability of each intermediate result being logical 1 (or 0) is independent of \( i_1, i_2 \) and \( i_3 \). As for the compactness of the implementation, we note that a countermeasure handcrafted by cryptographic experts has 14 operations [Bertoni et al. 2013], whereas our synthesized version only has 12 operations—it is more compact than the one handcrafted by experts.

\( \chi(\text{bool } i_1, \text{bool } i_2, \text{bool } i_3) \) {
    \begin{align*}
    1 & : \text{chi(\text{bool } i_1, \text{bool } i_2, \text{bool } i_3)} \\
    2 & : \text{bool } n_1, n_2, n_3; \\
    3 & : n_3 = \neg i_2; \\
    4 & : n_2 = n_3 \land i_3; \\
    5 & : n_1 = n_2 \oplus i_1; \\
    6 & : \text{return } n_1; \\
    7 & : }
\end{align*}

\( m\chi(\text{bool } i_1, \text{bool } i_2, \text{bool } i_3) \) {
    \begin{align*}
    1 & : \text{mChi(\text{bool } i_1, \text{bool } i_2, \text{bool } i_3)} \\
    2 & : \text{bool } r_1, r_2, r_3; // \text{random bits added} \\
    3 & : \text{bool } b_1, b_2, b_3, n_1, n_2, n_3, n_4, n_5, n_6, n_7, n_8, n_9; \\
    4 & : b_1 = i_1 \oplus r_1; \\
    5 & : b_2 = i_2 \oplus r_2; \\
    6 & : b_3 = i_3 \oplus r_3; \\
    7 & : n_9 = b_3 \land r_2; \\
    8 & : n_8 = r_3 \lor r_2; \\
    9 & : n_7 = r_3 \lor b_2; \\
   10 & : n_6 = r_1 \lor n_9; \\
   11 & : n_5 = n_7 \lor n_8; \\
   12 & : n_4 = b_2 \lor b_3; \\
   13 & : n_3 = n_5 \lor n_6; \\
   14 & : n_2 = n_4 \lor b_1; \\
   15 & : n_1 = n_2 \lor n_3; \\
   16 & : \text{return } n_1; \\
   17 & : }
\end{align*}

Fig. 8. The \( \chi \) function in MAC-Keccak, its truth-table, and the synthesized \( m\chi \) function (\( \neg \) denotes NOT, \( \land \) denotes AND, \( \lor \) denotes OR, and \( \oplus \) denotes XOR).

**Compositional Synthesis.** Again, the key is to exploit the unique characteristics of masked programs. Thus, we have developed a compositional synthesis procedure [El-dib and Wang 2014b], which applies computationally intensive analysis (e.g., model-counting) only to small code regions, one at a time, as opposed to the entire program. Compared to the application of standard synthesis techniques to the entire program, our compositional synthesis procedure is significantly more scalable.

5. **VALIDATING SIDE-CHANNEL RESISTANCE ON REAL DEVICES**

To confirm that our modeling and analysis of side-channel leaks at the source code level accurately reflect what is observed in the physical world, we conducted a set of SCA-based attacks on implementations of MAC-Keccak, AES, and a few other cryptographic algorithms [El-dib et al. 2015]. In these experiments, we ran all software code on a 32-bit Microblade processor [Xilinx 2014] built on a Xilinx Spartan-3e FPGA (Fig. 9). To measure the power dissipation of the processor core, we used a Tektronix DPO 3034 oscilloscope and a CT-2 current probe to sample the power dissipation. The side-channel attack shown in Fig. 9 was conducted using the classic differential power
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analysis, i.e., difference of means [Kocher et al. 1999]. To limit the effect of measurement noise, we collected each trace after running the same software code 128 times and using the oscilloscope to calculate the average. Thus, a trace refers to a set of samples taken during the execution of the software code.

We used differential power analysis (DPA) to determine if a key guess was correct. Recall that DPA relies on the observation that power dissipation variations correlate to the values of the sensitive bits being manipulated. Using the same input vector stream of plaintext as in the measured traces, we computed the value of the sensitive variable assuming that the secret key was one of the key guesses. For an \( n \)-bit key, there would be \( 2^n \) key guesses. For each key guess, we divided the set of measurement traces into two bins, one for all the sensitive values of logic 0, and one for all the sensitive values of logic 1. Then, we computed the difference of means between those two bins for each key guess, and selected the key guess that result in the maximum difference.

Fig. 10 shows our results on the SHA3 benchmark. The \( x \)-axis denotes the QMS value as defined in Section 3, while the \( y \)-axis (in logarithmic scale) denotes the number of traces needed to determine the secret key. In addition to the measured data, which are the stars in the figure, we plotted an empirical approximation rule (dotted curve) generated by hit-and-trial to estimate the measured data. We can see that when the QMS approaches 1.0, the number of traces needed to determine the secret key approaches infinity. However, when the QMS deviates from 1.0 slightly, the number of traces needed to determine the secret key drops quickly. Overall, the side-channel resistance as measured by the number of traces needed to determine the secret key is dependent on QMS. Fig. 11 shows our results on the AES benchmark.

In both cases, the approximate empirical formula computed to estimate the number of required DPA traces has the following relation with the QMS value:

\[
N_{\text{trace}} = \frac{1}{(1 - \text{QMS})^c},
\]

where \( c \approx 2.0 \). Note that we obtained this equation without prior knowledge of what the relation should look like. Later, we discovered that it matches the theoretical analysis result in the literature [Mangard 2004], which says that \( c \) should be precisely 2.0 as opposed to \( \approx 2.0 \), since \( (1 - \text{QMS}) \) represents the standard deviation of power analysis measurements.

6. FUTURE DIRECTIONS

The next step is to generalize the verification and program synthesis techniques to handle other types of side channels and software systems. We envision a comprehensive framework (Fig. 12) whose input is the source code of some security-critical software, together with a set of sensitive variables (keys, passwords, etc.) tagged in the source code. To support modeling of various types of side-channel leakage, it also accepts a set of architecture parameters and leakage models. The output is a transformed
application for which the dependency between side-channel leakage and sensitive variables is removed.

When a programmer develops an application, for example, he or she will indicate one or more types of side-channel leakage, including power dissipation, instruction time, and cache-memory timing behavior. The framework will examine the software code to check for the presence of side-channel leakage. In the presence of side-channel leakage, the framework will leverage inductive synthesis to transform the software code into an implementation that eliminates the side-channel leakage. The framework also assesses the quality of the countermeasure. In addition, by measuring and analyzing the actual leakage of driver applications using a hardware prototype, we will refine the architecture parameters and leakage models, thus improving verification and countermeasure synthesis.

Advantages over Alternative Approaches. There are significant efforts on eliminating physical emissions of sensitive equipments and electronic systems, e.g. in the legendary TEMPEST project [TEMPEST 1972]. There are also techniques for reducing physical emissions of hardware (microcontrollers, FPGAs, ASICS, and CPUs) — although these techniques are theoretically feasible, they are not economical. In contrast, our approach does not aim to eliminate physical emissions of the computing devices; instead, it transforms the software running on these devices to make the compu-
Another alternative is the use of side-channel resistant software libraries developed by experts. While libraries could help for selected cases of reusable functionality on some widely deployed platforms, it is not scalable in general, for several reasons. First, since side-channel leakage is platform-specific, side-channel resistant libraries must also be platform-specific and thus non-portable. Second, side-channel resistant techniques incur performance penalty, which means an expert has to decide which sources of side-channel leakage to address and what level of residual leakage should be tolerated. Therefore, a universal countermeasure library is not meaningful; in practice, the application context is crucial to decide on what makes sense and what not.

7. RELATED WORK

Formal Verification. We started with the notion of perfect masking introduced by [Blömer et al. 2004] and developed SC-Sniffer [Eldib et al. 2014a; 2014b], the first automated tool for formally verifying that a software program is perfectly masked. In comparison, the Sleuth tool developed by [Bayrak et al. 2013] can only check if sensitive data are masked by some random variables (a logical property), but cannot check if the masking is perfect (a statistical property). We also extended the notion of perfect masking to quantify the amount of residual leakage in software that are not perfectly masked [Eldib et al. 2014c]. The strength of masking may be computed statically on the source code of the software program, and its accuracy as an indicator for side-channel resistance has been validated by DPA attacks on real devices [Eldib et al. 2015].

Countermeasure Synthesis. There is a large body of work on masking countermeasures for cryptographic algorithms [Messerges 2000; Goubin 2001; Oswald et al. 2005; Herbst et al. 2006; Canright and Batina 2008; Moradi et al. 2011; Barthe et al. 2016], but they require manual design and implementation. By leveraging our verification procedure for proving side-channel resistance, we developed SC-Masker [Eldib and Wang 2014b], a tool for automatically synthesizing perfectly-masked software code. Although there exist some other compiler-like tools for mitigating side-channel leaks [Bayrak et al. 2011; Moss et al. 2012; Agosta et al. 2012], they rely on ad hoc techniques, e.g., matching some code patterns and applying predefined transformations, as opposed to inductive program synthesis techniques. The main advantage of using inductive synthesis is that the tool becomes application-agnostic and it no longer relies on existing patterns or mitigation strategies. Therefore, it can handle unknown and unexpected vulnerabilities.

Other Side Channels. Besides power side channels, there are other types of side channels through which sensitive information may be leaked. They include, for example, instruction timing side channels [Kocher 1996; Köpf and Dürmuth 2009], cache timing side channels [Grabher et al. 2007], string-related side channels [Bang et al. 2016], and fault-related side channels [Biham and Shamir 1997]. In addition to CPUs, side channels have been identified in GPUs [Jiang et al. 2016; Luo et al. 2015]. Techniques for mitigating some of these side-channel leaks are also proposed. For example, Köpf et al. developed techniques for quantitative information flow analysis [Köpf et al. 2012; Backes et al. 2009]. Doychev et al. [Doychev et al. 2013] developed static analysis techniques for detecting leaks through cache side channels. Barthe et al. [Barthe et al. 2014] developed techniques for mitigating concurrent cache attacks.

8. CONCLUSIONS

We have presented an automated approach to comprehensive side-channel resistance for embedded computing applications. It relies on formal verification techniques to
detect side-channel leaks or prove that leaks do not exist, and program synthesis tech-
niques to generate secure implementations. It also leverages hardware prototyping to
validate the effectiveness of these verification and synthesis techniques. Although we
have used power side-channel leaks in cryptographic software as examples, the under-
lying techniques may be applied to various side channels in a wide range of embedded
processing systems, e.g., in phones, cars, and home appliances, as well as industrial,
medical, and transportation systems.
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