Abstract—Graphic user interface (GUI) is an integral part of many software applications. However, GUI testing remains a challenging task. The main problem is to generate a set of high-quality test cases, i.e., sequences of user events to cover the often large input space. Since manually crafting event sequences is labor-intensive and automated testing tools often have poor performance, we propose a new GUI testing framework to efficiently generate progressively longer event sequences while avoiding redundant sequences. Our technique for identifying the redundancy among these sequences relies on statically checking a set of simple and syntactic-level conditions, whose reduction power matches and sometimes exceeds that of classic techniques based on partial order reduction. We have evaluated our method on 17 Java Swing applications. Our experimental results show the new technique, while being sound and systematic, can achieve more than 10X reduction in the number of test sequences compared to the state-of-the-art GUI testing tools.

I. INTRODUCTION

Graphic user interface (GUI) is an integral part of many software applications that monitor user actions such as keyboard and mouse events and respond by invoking listener functions. To test a GUI application, one must create tests to cover its input space, where each test is a finite sequence of events. Due to combinatorial blowup, the number of sequences can be astronomically large, e.g., up to $10^{10}$ for all length-10 sequences of 10 events, if these events are enabled all the time. Thus, the main problem is to generate a small subset of these event sequences while achieving the same testing effect as the complete set. Since manually crafting these sequences is labor-intensive, techniques have been developed to generate them automatically [57], [56], [40], [2], [3], [54]. Unfortunately, these existing techniques are neither systematic nor efficient, i.e., they often miss important event sequences and produce many redundant sequences.

To avoid these problems, we propose a new test generation tool to construct progressively longer event sequences. Our tool has the advantage that, during the sequence generation process, it eliminates an event sequence only if the sequence is guaranteed to be redundant, i.e., subsumed by some other sequences. This is accomplished by a new type of reduction technique that differs from classic partial order reduction (POR) methods [49], [41], [19], [18], [15]. Our tool is also efficient in that it relies on a set of easily-checkable conditions to identify redundant sequences. These conditions are expressed in terms of the sequence of events as opposed to the concrete program states. Thus, they can be checked by a purely static analysis of the event flow of the GUI application, without executing the actual application.

Fig. 1 shows the overall flow of our method. The input consists of Java byte-code of the GUI application and a bound on the sequence length. The output is a set of event sequences. Internally, our method goes through several steps. First, it leverages GUITAR [21] to reverse-engineer an event flow graph (EFG) of the application. The EFG shows the set of events enabled at any step of the execution, as well as the enabled events afterward. Then, our method leverages Soot [48] to perform static analysis of the Java byte-code to compute dependencies over the events. Next, it invokes our core algorithm, which takes the EFG, the dependencies and a bound as input and constructs the test sequences. Finally, the sequences are executed on the actual GUI application using Cobertura [12], which measures the coverage.

Compared to state-of-the-art GUI testing tools [3], [2], [40], our method has two advantages. First, it is systematic, meaning that useful test sequences are not excluded in any ad hoc fashion: within the maximum sequence length, our method eliminates a sequence only if it is provably redundant; when in doubt, it retains the sequence. Second, our method is efficient in that it generates significantly fewer test sequences than prior techniques. For instance, when applied to the example in Fig. 2, prior techniques based on partial order reduction can only remove 11 redundant sequences, whereas our method removes 34 redundant sequences. Although Arlt et al. [3] proposed a reduction technique that goes beyond POR, their tool still generates significantly more sequences for the example in Fig. 2: when the maximum length is set to 5, 7 and 9, it generates 33, 129 and 513 sequences, respectively, whereas our method generates only 6 sequences.

We have evaluated our method on 17 Java Swing applications consisting of 105,937 lines of code in total. The experimental results show our new reduction technique is more effective: it outperforms partial order reduction consistently.
class ModifyImageWindow extends JFrame {
    boolean convert = false;
    int angle = 0;
    void onCheckBox() {
        int cbValue = checkBox.getValue();
        convert = (1 == cbValue) ? true : false;
    }
    void onSlider() {
        int sliderValue = slider.getValue();
        angle = sliderValue;
        print(convert, angle);
    }
    void onSave() {
        int anValue = angle;
        if (angle > 0)
            UserSettings.RotationAngle = anValue;
        else
            assert(0); //BUG#1: Crash if reached
    }
    void onOk() {
        if (convert)
            image.convertToGrayscale();
        image = null;
        if (angle > 0)
            image.rotate(angle); //BUG#2: if image==null
        else
            image.draw(); //BUG#3: if image==null
    }
}

Fig. 2. The class ModifyImageWindow defines event handlers onCheckBox, onSlider, onSave, and onOk.

and significantly. We also experimentally compared with state-of-the-art GUI testing tools including Gazoo [3], [2] and GUITAR [40]. Overall, our tool achieves more than 10X reduction in the number of test sequences and significantly reduces the corresponding test execution time.

To summarize, this paper makes the following contributions:

- We propose an automated GUI testing framework for generating event sequences efficiently.
- We develop a reduction technique to more effectively eliminate redundant sequences than prior techniques.
- We use realistic applications to demonstrate the advantages of our method over state-of-the-art testing tools.

In the remaining sections, we use motivating examples to illustrate the main ideas behind our method before formally presenting the algorithm and our experimental results.

II. MOTIVATION

Consider the Java code in Fig. 2, which controls a window that allows the user to modify an image by clicking the check box, choosing an angle from the slider control, and clicking the OK button. Clicking the OK button closes the window and thus disables all event handlers. Optionally, the user may click the Save button to store the angle. Fig. 3 shows the event flow graph (EFG), where nodes are events and edges indicate the set of events enabled in each step. All four events are enabled initially. However, since clicking OK closes the window, the node labeled OK has no outgoing edges.

To test all possible behaviors, we must visit all reachable states and, from each state, invoke all enabled events at least once. Naively, this can be accomplished by enumerating all event sequences in the EFG up to a predefined length.

A. Naive Solution

For the example in Fig. 2, all possible states will be reached after invoking at most two events and then from each state, invoking all enabled events will cover the \((state \times event)\) combinations. When the maximum sequence length is set to 3, the number of event sequences will be \(3 \times 4 \times 3 \times 4 \times 3 = 16\) as shown in Fig. 4. The number is less than \(4 \times 4 \times 4\) because clicking the OK button ends the execution.

However, some of these sequences are redundant. For example, \{SA, SA, OK\} covers the same behavior as \{SA, OK\}: they visit the same states and, from these states, they execute the same events. This is because executing SA does not change the program state. Here, states are value combinations of the variable convert and the predicate \((angle>0)\). Although angle is an integer variable, the only thing matters in this application is whether \((angle>0)\). Thus, there are four distinct states: 00, 01, 10, and 11, where 00 is the initial state.

Fig. 5 shows the state transition graph (STG) where nodes are states and edges are events executed at the source states. Specifically, from the state 00, if we execute SL, the program goes to the state 01. From the state 01, if we execute CB, the program goes to the state 11. From the state 11, if we execute CB again, the program goes back to the state 01, because clicking CB twice, or any even number of times, reset the status of the check box. Finally, at any of these four states, if we click OK, the execution ends – in this sense, OK can only appear at the end of an event sequence.

B. Our New Method

As we have mentioned, ideally, we would like to execute each enabled event \((CB, SL, SA, OR OK)\) at every reachable state \(00, 01, 10, and 11\). Surprisingly, to achieve this goal, only a small subset of event sequences in the search tree of Fig. 4 need to be explored, as shown by the reduced tree in Fig. 6. The yellow states are irredundant states, solid blue lines are the irredundant sequences, while blue states represent the backtracking points because they match some previously explored states and thus do not need to be explored again.

Initially, the program is at state 00. State 01 can be reached via the sequence \{SL\}, 10 via \{CB\}, and 11 via \{CB, SL\}. Thus, we have brought the application to all four states. Next, we execute each enabled event at every reachable state. The number of sequences is not 16, but 13, because some of the shorter sequences are subsumed by longer ones. Specifically, there is no need to execute \{CB\}, \{SL\}, or \{CB, SL\} from

Fig. 3. Event flow graph, where CB, SL, SA, and OK denote onCheckBox, onSlider, onSave, and onOk, respectively.
the two variables (convert and predicate) from both variables, it overwrites any of the longer sequences the initial state 00, because they are already part of the longer sequences \{CB,SL,OK\} and \{SL,OK\}.

However, there are redundancies even among these 13 event sequences. For example, since CB does not read from any of the two variables (convert and angle), executing CB from any of the four states would result in the same code coverage for the listener function of CB. Since CB is enabled at state 00, there is no need to test CB at another state.

Similarly, since SA reads only from angle, executing SA from 00 and 10 (or 01 and 11) would result in the same coverage for the listener function of SA. Although SL reads from both variables, it overwrites angle before reading it, and thus depends only on the value of convert. Due to this reason, executing SL from 00 and 10 (or 10 and 11) would result in the same coverage for the listener function of SL. Finally, since CB depends on both variables, it has to be executed from all four reachable states.

Using this new notion of reduction, we can generate the following 6 event sequences while maintaining the same test coverage as the complete set of 40 sequences.

- $t_1 = \{CB,SL,OK\}$
- $t_2 = \{CB,OK\}$
- $t_3 = \{SL,SA\}$
- $t_4 = \{SL,OK\}$
- $t_5 = \{SA\}$
- $t_6 = \{OK\}$

**C. Comparison to Existing Techniques**

Our reduction differs from techniques based on partial order reduction (POR), which is a widely used idea for state-space reduction, e.g., in model checking [49], [41], [19], [51], [30] and concurrency testing [15], [50], [31], [16], [32], [59]. The idea of POR has also been used to reduce the cost of testing event-driven programs [33], [46], [34]. That is, when two sequences of events are equivalent permutations of each other, only one of them will be tested. However, since POR relies solely on the theory of equivalent traces [18], it can only identify redundancy in event sequences of the same length.

In contrast, our reduction goes beyond equivalent permutations; it also can identify redundancy in sequences of different lengths, e.g., as shown by \{SA,SA,OK\} and \{SA,OK\}, which are not permutations of each other. Indeed, applying POR to the example in Fig. 2 would produce 29 sequences, significantly more than the 6 sequences produced by our method.

Compared to state-of-the-art GUI testing tools such as GUITAR [40] and Gazoo [3], our method also has two advantages: it does not skip useful test sequences and it often leads to fewer test sequences. Both GUITAR and Gazoo skip test sequences in an ad hoc manner to reduce their computational overhead, which means they often miss important corner cases. For instance, below are the seven sequences ($t'_1$ to $t'_7$) generated by Gazoo for our running example:

- $t'_1 = \{CB,SL,OK\}$ – same as our $t_1$
- $t'_2 = \{CB,CB,OK\}$ – equivalent to prefix $t_1 : \{CB,\ldots\}$ and $t_6 : \{OK\}$
- $t'_3 = \{SL,SL,OK\}$ – equivalent to our $t_4 : \{SL,OK\}$
- $t'_4 = \{CB,CB,SL\}$ – equivalent to $t_3 : \{SL,\ldots\}$
- $t'_5 = \{CB,SL,SL\}$ – equivalent to $t_2 : \{CB,SL,\ldots\}$
- $t'_6 = \{SL,SL,SA\}$ – equivalent to $t_3 : \{SL,SA\}$
- $t'_7 = \{SL,SL,OK\}$

All sequences generated by Gazoo are subsumed by our sequences. Some are clearly redundant: both $t'_6$ and $t'_7$ are subsumed by our $t_5$, and both $t'_1$ and $t'_2$ are subsumed by our $t_1$. In addition, our sequences are not only fewer (6 versus 7) but also shorter, which may translate to faster test execution.

Second, the sequences generated by Gazoo does not cover all behaviors. In particular, they missed $t_2 = \{CB,OK\}$ and $t_5 = \{SA\}$, both of which are useful test cases. For example, Bug#1 in Fig. 2 (Line 18) can be reached by \{SA\} and Bug#3 (Line 28) can be reached by \{CB,OK\}. Since Gazoo failed to generate these two sequences, it missed these bugs.

A more severe problem of Gazoo and other existing techniques is that as the length increases, the number of sequences grows exponentially. For our running example, when the maximum sequence length is set to 5, 7, 9, ..., the number of sequences generated by Gazoo would be 33, 129, 513, ..., respectively, as shown in Fig. 7, whereas the number of sequences generated by our new method would remain 6. The
D. Stateless Implementation

At this moment, one may have the impression that our new method relies on recording the states of the GUI application at run time, which is often how classic POR techniques are implemented in model checkers. However, this is not the case. Our main contribution is using stateless techniques to identify the provably redundant sequences without executing the GUI application. This is important because recording concrete states may be prohibitively expensive in practice.

Thus, we assume the state transition graph (STG) shown in Fig. 5 is not available. Instead, we rely on checking a set of sufficient conditions under which two sequences are guaranteed to result in the same state. Furthermore, we make sure that these conditions can be checked statically by inspecting only the event sequences and event listener functions.

For example, since $SA$ does not write to any variable, executing it does not change the state. Therefore, if an event leading to the state $s$ is $SA$ (or any other event that does not modify state variables) we know $s$ is an already-explored state. Consequently, we can skip all event sequences starting from $s$. Similarly, executing $\{SL, SL\}$ would lead to the same state as executing $SL$, assuming that executing $SL$ always returns the same set of non-0 values for angle.

In both cases, we need not access the values of program variables. Instead, we check, for each event, what are the variables it reads from or writes to, and for any two events, if they are causally dependent (details in Section V).

These statically-checkable conditions are sufficient in that, if they hold, the corresponding sequences are guaranteed to be redundant. In this sense, our reduction never removes useful sequences. However, these conditions are not necessary: we do not attempt to capture all redundant sequences because the overhead would be prohibitively high. Inherently, this is a trade-off between the pruning capability and the computational overhead. Thus, it is important to assess how well our method perform in practice, e.g., does it reach or come close to the ideal reduction? In our experimental evaluation (Section VI), we will demonstrate that our carefully designed sufficient conditions work well in practice.

III. PRELIMINARIES

A. GUI Application

A GUI application consists of (1) a set $C$ of containers, such as windows, panels and tabs, (2) a set $W$ of widgets, such as labels, buttons, and check boxes, and (3) a set $L$ of listener functions associated with the widgets. Widgets are grouped by containers that host them, and are elements of interaction allowing the user to interact with functional parts of the software code. GUI libraries such as Java AWT/Swing contain a large collection of widgets and the default program logic for manipulating them.

A listener $l \in L$ is a function that may be invoked to respond to a user event. Some listeners are built-in listeners provided by GUI libraries while others are custom-made: they are written by the application developers. For ease of presentation, we consider one listener per widget in the remainder of this paper. Thus, triggering an event means executing the listener associated with the widget.

B. Event Flow Graph

The mapping between widgets and listeners of a given application may be reverse engineered using tools such as GUITAR [21], which leverages dynamic execution and the Java accessibility feature to traverse an object and its children and execute their listeners. The widget-to-listener mapping obtained in this way is represented by an event flow graph.
(EFG), which shows the set of events enabled at every step of the execution. The EFG is one of the inputs to test sequence generation tools including ours.

Formally, an event flow graph is a directed graph \( G_{EFG} = (E, T) \), where \( E \) is a set of events and \( T \) is a set of transitions between these events. Let \( E_0 \subseteq E \) be the set of events enabled at the beginning of the GUI execution. From these initial events, each subsequent transition \((ev_i, ev_j) \in T\), where \( ev_i, ev_j \in E \), represents the fact that executing \( ev_i \) allows \( ev_j \) to be executed in the next step.

Fig. 3 shows an example EFG consisting of four events, which corresponds to the listener functions in Fig. 2. All four events are enabled initially, and after executing any of the first three events, all four events remain enabled. However, \( OK \) is different in that executing this event would end the execution: in the EFG, \( OK \) does not have outgoing edges.

C. Dependency Relation

Since event listener functions may read from or write to shared variables, they may impose dependency over events. In partial order reduction [18], two events are considered conflict-dependent (or simply dependent) if they access the same variable and at least one of the accesses is a write. In Fig. 2, for example, \( OK \) depends on \( CB \) and \( SL \) because it reads from \( convert \) and \( angle \) written by the other two events. Based on this notion of dependency, two event sequences are equivalent if they can be transformed to each other by repeatedly swapping the adjacent and independent events.

Although this dependency relation has been widely used in model checking and concurrency testing, it is often not accurate enough for dealing with events in GUI applications. For example, in Fig. 2, one \( SL \) event and another \( SL \) event have overlapping read-write and write-write sets – since they both read from and write to \( angle \). However, the listener function of \( SL \) always overwrites the value of \( angle \) before reading from it, which means the behavior of the second \( SL \) event’s listener function does not depend on the value of \( angle \) written by the first \( SL \) event. In this sense, we say these two events are not causally dependent.

Causal Dependency. We rely on the refined notion of dependency, namely causal dependency. Here, two events \( ev_1, ev_2 \in E \) are causally dependent, denoted \((ev_1, ev_2) \in R_{CD}\), where \( R_{CD} \) is the dependency relation, if the execution of any one of them may affect the subsequent execution of the other. When two events are not causally dependent, we say they are causally independent. Causal-dependency is more accurate than conflict-dependency in that it reflects the actual impact of one event over another. In Section V, we shall explain how a simple static analysis of the event listener functions can help determine whether two events are causally dependent.

IV. Systematic Test Generation

We first present the baseline algorithm for generating test sequences (with no reduction) and then discuss how to integrate POR-based reduction into the algorithm.

A. The Baseline Algorithm

Given the EFG \( G = (E, T) \) and the causal dependency relation \( R_{CD} \), Algorithm 1 (excluding Lines 9 and 12) generates all possible event sequences up to a predetermined length. Following the notation established in stateless model checking [18], we use a stack named \( S \) to store the sequence of (abstract) states. \( S \) contains the initial state \( s_0 \) at the beginning. For each state \( s \in S \), we use \( s\text{enabled} \) to denote the set of events enabled at \( s \), use \( s\text{selEV} \) to denote the event chosen to execute at \( s \), and use \( s\text{done} \) to denote the set of all previously chosen events at \( s \).

The procedure \( \text{EXPLORE} \) first checks if the execution has ended, i.e., if \( S\text{.size} > \text{MAXLENGTH} \) or \( s\text{enabled} = 0 \). If either condition is met, the while-loop would be skipped. Then, \( \text{OUTPUTSEQUENCE}(S) \) is invoked to print the event sequence stored in \( S \), provided that \( S \) holds a complete execution (indicated by \( s\text{selEV} = \text{NULL} \)) as opposed to the prefix of a longer execution. Otherwise, it enters the while-loop to execute a previously unexplored event, set \( s\text{selEV} = \text{event} \), and invoke \( \text{EXPLORE} \) recursively. After all events in \( s\text{enabled} \) are explored, it exits the while-loop. At this moment, \( s\text{selEV} \) will not be \( \text{NULL} \), meaning \( S \) holds the prefix of a longer sequence (that has been printed).

Consider the running example in Fig. 2. Applying Algorithm 1 with \( \text{MAXLENGTH}=3 \) would explore the complete tree of 40 sequences as shown in Fig. 4. Clearly, some of these sequences are redundant and thus should be removed. Toward this end, we will present partial order reduction in the remainder of this section, as well as our new redundancy removal technique in Section V.

For now, we note that, compared to existing test generation tools such as GUITAR [40] and Gazoop [3], the main advantage of Algorithm 1 (baseline) is that it captures all possible event sequences the EFG can produce up to the predefined length. As such, it does not miss useful test sequences.

B. Partial Order Reduction

The idea of partial order reduction originated from explicit-state model checking [49], [41], [19], where the model checker needed to reduce the size of the state space to be searched. In this context, a large number of algorithms were developed, including stubborn set methods, ample set methods, and persistent set methods. For a comprehensive review of these classic methods, refer to Godefroid’s book [18]. All these classic methods rely on the same principle, which is first classifying the execution traces into equivalence classes of permutations, and then exploring one representative from each equivalence class. Since all traces from the same equivalence class lead to the same system behavior, covering all equivalence classes is the same as covering all execution traces.

In Fig. 4, for example, the following sequences are considered equivalent: \{\ldots, CB, SA, \ldots\} and \{\ldots, SA, CB, \ldots\}. The reason is that \( CB \) only writes to \( convert \) and \( SA \) only reads from \( angle \); thus, the execution order of these two events is immaterial. If \{\ldots, CB, SA, \ldots\} has been explored, then \{\ldots, SA, CB, \ldots\} can be skipped.

In Algorithm 1, we add Lines 9 and 12 to show a particular implementation of POR based on the sleep-set [18]. Specifi-
Algorithm 1 Baseline test generation procedure with POR.

1: Let StateStack $S = \{s_0\}$, $so.enabled =$ initially-enabled events, and invoke EXPLORER($S$).
2: procedure EXPLORER($S$) 
3: \hspace{1em} let $s = S.top()$
4: \hspace{1em} if $(S.size() \leq MAXLENGTH)$ then
5: \hspace{2em} let $s.done = \emptyset$
6: \hspace{2em} while $\exists \text{event }\in (s.enabled \setminus s.done \setminus s.sleep)$ do
7: \hspace{3em} add event to $s.done$
8: \hspace{3em} let $s' = \text{NEXTSTATE}(s, \text{event})$ \hspace{1em} // Set $s.selEV = \text{event}$
9: \hspace{3em} let $s'.sleep = \{e \in s.sleep \mid e \text{ and event are independent}\}$
10: \hspace{2em} $S.push(s')$
11: \hspace{2em} EXPLORER($S$)
12: \hspace{2em} add event to $s.sleep$
13: \hspace{2em} end while
14: \hspace{2em} end if
15: \hspace{2em} if ($s.selEV = \text{NULL}$) then
16: \hspace{3em} OUTPUTSEQUENCE($S$) \hspace{1em} // End trace: $\forall s \in S$, print $s.selEV$
17: \hspace{2em} end if
18: $S.pop()$
19: end procedure

Algorithm 2 New test generation procedure with reduction.

1: Let StateStack $S = \{s_0\}$, $so.enabled =$ initially-enabled events, and invoke EXPLORER($S$).
2: procedure EXPLORER($S$) 
3: \hspace{1em} let $s = S.top()$
4: \hspace{1em} if $(S.size() \leq MAXLENGTH)$ then
5: \hspace{2em} let $s.done = \emptyset$ and $s.printed = \emptyset$
6: \hspace{2em} while $\exists \text{event }\in (s.enabled \setminus s.done \setminus s.sleep)$ do
7: \hspace{3em} add event to $s.done$
8: \hspace{3em} if $\neg \text{REDUNDANTSTATE}(s, \text{event})$ then
9: \hspace{4em} let $s' = \text{NEXTSTATE}(s, \text{event})$ \hspace{1em} // Set $s.selEV = \text{event}$
10: \hspace{4em} let $s'.sleep = \{e \in s.sleep \mid e \text{ and event are independent}\}$
11: \hspace{4em} $S.push(s')$
12: \hspace{4em} EXPLORER($S$)
13: \hspace{4em} end if
14: \hspace{4em} add event to $s.sleep$
15: \hspace{4em} end while
16: \hspace{4em} end if
17: \hspace{4em} if $\neg \text{REDUNDANTSEQUENCE}(S, s)$ then
18: \hspace{5em} OUTPUTSEQUENCE($S$) \hspace{1em} // End trace: $\forall s \in S$, print $s.selEV$
19: \hspace{4em} end if
20: $S.pop()$
21: end procedure
22: procedure REDUNDANTSTATE($S, ev$) 
23: \hspace{1em} if NoWrite() $\lor$ SameWrite() $\lor$ CovWrite() $\lor$ GenCovWrite() then
24: \hspace{2em} return true
25: \hspace{2em} else
26: \hspace{3em} return false
27: \hspace{2em} end if
28: end procedure
29: procedure REDUNDANTSEQUENCE($S, ev$) 
30: \hspace{1em} if $(s.selEV \notin s.printed) \land (\text{IrrelevantTail()} \lor \text{extraSink}() \lor$ CausalIndep() ) then
31: \hspace{2em} return true
32: \hspace{2em} else
33: \hspace{3em} $\forall s \in S$, add $s.selEV$ to $s.printed$
34: \hspace{3em} return false
35: \hspace{2em} end if
36: end procedure

V. THE NEW REDUCTION TECHNIQUE

We first explain the rationale behind our new reduction technique and then present our stateless implementation.

A. The New Algorithm

Algorithm 2 shows our method, which is Algorithm 1 augmented with two modifications at Lines 8 and 17. That is, prior to executing an event (Line 8), we check if the new state $s'$ is a previously explored state by analyzing the events stored in $S$ ($s.selEV \in S$). Similarly, prior to printing an event sequence (Line 17), we check if it can be subsumed by other sequences. Both of these checks are designed to be conservative in nature, meaning if they return true, we can safely skip the corresponding states and sequences.

The subroutine REDUNDANTSTATE takes the current state stack $S$ and the next event $ev$ as an input. Recall that states in $S$ are abstract states that do not have concrete values of the variables. Instead, we rely on the event sequence stored in the selEV field of each $s \in S$ to check if the next state has been explored. Thus, our implementation is stateless. Similarly, REDUNDANTSEQUENCE checks if the event sequence stored in $S$ can be subsumed by other sequences.

Consider our running example in Fig. 6. The subroutine REDUNDANTSTATE returns true when the current sequence in
Thus, we can safely skip the execution of $ev$. Initially, $s.printed$ is empty (Line 5). Every time REDUNDANTSEQUENCE returns false (which forces the current sequence to be printed), we add $s.selEV$ to $s.printed$ (Line 33). Thus, only if $(s.selEV \notin s.printed)$ (Line 30), we allow REDUNDANTSEQUENCE to return true. Otherwise, the current sequence would have already been printed as part of a longer sequence.

B. Detecting Redundant States

Now, we present the sufficient conditions for detecting already explored states (Line 8 of Algorithm 2). Let

- $s_{n-1}$ and $s_n$ be the last two states in the state stack $S$,
- $ev_{n-1}$ be the event chosen (and executed) at $s_{n-1}$, and
- $ev$ be the event considered (but not yet executed) at $s_n$.

We start with special cases NoWrite and SameWrite, which are easier to understand, before presenting the general cases.

**NoWrite().** The first sufficient condition for $[S] :: \{ev\}$ to result in a redundant state is as follows:

$$ (ev_{n-1}.write = \emptyset) \land (ev \in s_{n-1}.enabled) $$

Proof sketch: As shown in Fig. 8 (a), since $ev_{n-1}.write = \emptyset$, we know executing $ev_{n-1}$ does not change the state. Thus, $s_n = s_{n-1}$. Furthermore, since $ev \in s_{n-1}.enabled$, the sequence $\{ev_1, \ldots, ev_{n-2}, ev\}$ always exists, and is shorter than $[S] :: \{ev\} = \{ev_1, \ldots, ev_{n-1}, ev\}$. Thus, executing $ev$ from $S$ would not lead to any new program behavior.

**SameWrite().** The second sufficient condition for $[S] :: \{ev\}$ to result in a redundant state is as follows:

$$ (ev_{n-1}.write \cap ev_{n-1}.read = \emptyset) \land (ev = ev_{n-1}) $$

Proof sketch: First, since $ev = ev_{n-1}$, we know the condition $(ev \in s_{n-1}.enabled)$ holds as well. Furthermore, since $ev_{n-1}.read \cap ev_{n-1}.write = \emptyset$, the values read by $ev$ (and hence the values written by $ev$) do not depend on the values written by $ev_{n-1}$. In other words, executing $ev$ more than once results in the same state. Thus, executing $ev$ from $S$ would not lead to any new program behavior.

For example, in Fig. 2, $\{\ldots, SL, SL\}$ satisfies this condition. Although $SL$ reads from both $convert$ and $angle$, the read of $angle$ is dominated by its own write to $angle$. Thus, we do not consider $angle$ as part of $SL$’s read-variable set. Consequently, $SL$ does not causally depend on values written by the previous $SL$.

**CovWrite().** This is a generalization of the two previous cases. In this case, the sufficient condition for $[S] :: \{ev\}$ to result in a redundant state is as follows:

$$ (ev_{n-1}.write \subseteq ev.write) \land (ev_{n-1}.write \cap ev.read = \emptyset) \land (ev \in s_{n-1}.enabled) $$

Proof sketch: The first condition means $ev$ overwrites all values written by $ev_{n-1}$, the second condition means $ev_{n-1}$ does not affect $ev$ via shared variables, and the third condition means $ev$ is enabled at $s_{n-1}$ as well. Therefore, the shorter sequence $\{ev_1, \ldots, ev_{n-2}\} :: \{ev\}$ would lead to the same state as the longer sequence $[S] :: \{ev\} = \{ev_1, \ldots, ev_{n-1}, ev\}$. Thus, we can safely skip the execution of $ev$ from $S$.

**GeneralizedCovWrite().** This is a further generalization of the previous case. Let $s_1, \ldots, s_i, \ldots, s_k, \ldots, s_n$ be the entire sequence of states currently in $S$, where $ev_i$ and $ev_k$ are events selected at $s_i$ and $s_k$, respectively, and $ev$ is the event selected (but not yet executed) at $s_n$. The sufficient condition for $[S] :: \{ev\}$ to result in a redundant state is as follows:

$$ \exists i \leq n . \ (ev_i.write \subseteq ev.write) \land (ev_i.write \cap \bigcup_{k < n} ev_k.read = \emptyset) \land (ev_i.write \cap ev.read = \emptyset) \land (ev_{i+1} \in s_i.enabled) $$

Proof sketch: As shown in Fig. 8 (b), the current event $ev$ overwrites all values written by $ev_i$. Furthermore, $ev_i$ does not affect any of the subsequent events including $ev$. Furthermore, since $ev_{i+1} \in s_i.enabled$, there is a sequence $\{ev_1, \ldots, ev_i-1, ev_{i+1}, \ldots, ev_n, ev\}$ that is shorter and results in the same state as $[S] :: ev$. In this case, executing $ev$ from $S$ will not lead to any new program behavior, because the next state can be reached by some shorter sequence.

C. Eliminating Redundant Sequences

Now, we present our sufficient conditions for detecting redundant sequences (Line 17 of Algorithm 2). These reductions are complementary to POR because they consider a sequence as redundant if it is subsumed by some other sequences of shorter length.

Specifically, in Algorithm 2, prior to generating the event sequence (Line 17), we check if any of the following conditions is satisfied. If the answer is yes, we skip the sequence because the equivalent but shorter sequence would be generated.

**IrrelevantTail().** The first sufficient condition for $[S]$ to be a redundant sequence is as follows. Let $s_1, \ldots, s_i, \ldots, s_n$ be the state sequence currently in $S$, $ev_i$ be the event selected at $s_i$, and $ev_n$ be the event selected (and executed) at $s_n$. The sequence $[S]$ is redundant if $\exists i \leq n$ such that

$$ (ev_n.read \cap \bigcup_{i < k < n} ev_k.write) = \emptyset \land (ev_n \in s_i.enabled) $$

Proof sketch: When the above condition is satisfied, the last event $ev_n$ (selected and executed at $s_n$) is guaranteed not to depend on any value written by the preceding events $ev_1, \ldots, ev_{n-1}$. In such case, $[S] = \{ev_1, \ldots, ev_n\}$ can be replaced by the two shorter sequences $\{ev_1, \ldots, ev_{n-1}\}$ and $\{ev_1, \ldots, ev_{n-1}, ev_n\}$, and thus can be skipped.
In our example, \( \{\text{CB}, \text{SA}\} \) has an irrelevant tail and thus can be replaced by the two shorter sequences \( \{\text{CB}\} \) and \( \{\text{SA}\} \).

**ExtraSink().** Let \( s_1, \ldots, s_i, \ldots, s_j, \ldots, s_n \) be the state sequence in \( S \), \( ev_i \) and \( ev_j \) be the events selected at \( s_i \) and \( s_j \), respectively, and \( ev_n \) be the event selected (and executed) at \( s_n \). The sequence \( [S] \) is redundant if \( \exists 1 \leq i < j < n \) such that (1) \( ev_i \) and \( ev_j \) do not enable or disable any event executed after them, and (2) the following condition is met:

\[
\begin{align*}
& (e_i, \text{write} \cup \forall 1 < k < n \ e_k, \text{read}) = \emptyset \\
& (e_j, \text{write} \cup \forall 1 < k < n \ e_k, \text{read}) = \emptyset
\end{align*}
\]

Proof sketch: The condition means neither \( e_i \) nor \( e_j \) can affect any event executed after them in \( S \). Furthermore, skipping \( e_i \) or \( e_j \) does not enable/disable other events. Thus, \( [S] \) can be replaced by the shorter sequences \( [S] \setminus \{e_i\} \) and \( [S] \setminus \{e_j\} \).

For example, in Fig. 6, \( \{\text{CB}, \ldots, \text{SA}, \text{OK}\} \) has two extra sinks \( \text{SA} \) and \( \text{OK} \). Therefore, it can be replaced by the two shorter sequences \( \{\text{CB}, \ldots, \text{SA}\} \) and \( \{\text{CB}, \ldots, \text{OK}\} \).

**CausalIndependentWrite().** The third sufficient condition is related to causally-independent writes. Let \( s_1, \ldots, s_i, \ldots, s_n \) be the state sequence in \( S \), \( ev_i \) be the event selected at \( s_i \) and \( ev_n \) be the event selected (and executed) at \( s_n \). The sequence \( [S] \) is redundant if \( \exists 1 \leq i < n \) such that (1) \( ev_i \) does not enable/disable any event executed after it in \( S \) and (2) the following condition is met:

\[
(ev_n, ev_i) \notin R_{CD}
\]

Proof sketch: First, the above condition means \( ev_n \) is not causally dependent on \( ev_i \). In other words, whether \( ev_i \) is executed at \( s_i \) does not affect the behavior of \( ev_n \). Furthermore, since \( ev_i \) does not enable or disable any event executed after it, there exist two shorter sequences \( \{ev_1, \ldots, ev_{n-1}\} \) and \( \{ev_1, \ldots, ev_{i-1}, ev_{i+1}, \ldots, ev_n\} \) that subsume \( [S] \). Thus, the event sequence \( [S] \) can be skipped.

**D. Computing Causal Dependencies**

Whether two events \( ev_i \) and \( ev_j \) are causally dependent, i.e., \( (ev_i, ev_j) \in R_{CD} \), can be decided using a conservative static analysis of their listener functions. The analysis is conservative in that, if it says \( ev_i \) is not causally dependent on \( ev_j \), the behavior of \( ev_i \) is guaranteed not to be affected by \( ev_j \). However, the analysis may not identify all causally independent event pairs due to limitations of static analysis.

We use Soot [48] to implement the static analysis. We mark each Java class member as \text{className}.$\cdot$\text{memberName} and consider all program variables. First, we compute, for each event listener function, the set of read variables and the set of write variables. The difference between our read and write variable sets and those computed by conventional techniques is that we exclude, from the read set, variables that are overwritten before they are read.

Specifically, for each event listener function, we parse the Java byte-code and initialize an empty write variable set. For each basic block through which the data flows, we take the union of the in-flow and out-flow. For each basic block where two data flows merge, we take the intersection. When we compute the read variable set, if the variables read by a basic block is included in the previously-computed flow set, we ignore them, because they have been overwritten by the method itself. Otherwise we add them to the read variable set.

After the aforementioned intra-procedural analysis is completed, we use an inter-procedural program slicer [25] similar to the one used by Gazoo [17] to compute the causal-dependency relation \( R_{CD} \). Essentially, the program slicer recursively adds variables read or written by the listener function as well as functions invoked by the listener function.

As an example, consider the SL event in Fig. 2. Although both \text{angle} and \text{convert} are read by the listener function, since \text{angle} is overwritten before it is read, it is excluded from the read set. Thus, \( SL.\text{read} = \{ \text{convert} \} \) and \( SL.\text{write} = \{ \text{angle} \} \), and therefore \( (SL, SL) \notin R_{CD} \).

**VI. EXPERIMENTS**

We have implemented our method in a tool named GUICat in which the following components are used: GUITAR [21] for reverse engineering the event flow graph, Soot [44] for conducting static program analysis, and Cobertura [12] for executing test sequences on the GUI application to obtain the coverage report. Our core algorithm for generating test sequences was implemented in 4,000 lines of Java code.

For experimental comparison, we implemented the algorithm in such a way that individual reduction techniques can be enabled and disabled. Thus, we were able to compare the performance of the following configurations: (1) our baseline procedure as shown in Algorithm 1, (2) baseline with POR, (3) baseline with POR plus the individual reductions presented in Section V, and (4) all reductions in Algorithm 2 combined.

We also downloaded GUITAR [40], [21] and Gazoo [3], [17] and experimentally compared them with our tool on the same benchmark applications.

In both GUITAR and Gazoo, the test sequence generation is model-based. That is, they leverage the same EFG as in our method, but differ in how event sequences are constructed. In our method, the construction starts from the initial states and proceeds systematically, but in GUITAR and Gazoo, the construction may start from any node in the EFG. As such, their initial set of event sequences may not be feasible. To make them feasible—meaning they can be executed by the GUI application—GUITAR and Gazoo have to insert connecting events to these sequences. In contrast, our method can directly generate feasible event sequences.

Our experiments were designed to answer two questions:

- Can our new method, which soundly generates test sequences, outperform state-of-the-art GUI testing tools such as GUITAR and Gazoo?
- How effective is our semantic reduction technique and its stateless implementation in identifying and eliminating redundant sequences?

We used 17 benchmark applications written using Java Swing. Their statistics are shown in Table I. Specifically, Columns 1 and 2 show the name of each application and the number of lines of code (LoC), respectively. Note that the LoCs of \text{regextester} and \text{hashcalc} (marked with asterisks) are estimated by decompiling the Java byte-code due to lack.
Overall, there is a significant reduction (59%) in the number of test sequences from Baseline to +POR, and another significant reduction (72%) to +AllNew. This means our method is different from and complementary to POR. Furthermore, there are fewer sequences generated by our method (+AllNew) than GUITAR and Gazoo, and the reduction is significant (14.3X over GUITAR and 11.9X over Gazoo). The reduction is obtained despite that our method is sound whereas GUITAR and Gazoo may miss important corner cases, as illustrated by our running example in Section II.

The reason why Baseline had fewer test sequences than GUITAR and Gazoo was because, as we have mentioned, neither GUITAR nor Gazoo could guarantee their initial set of event sequences were feasible. Thus, they had to insert connecting events afterward, which means the final sequences might not be strictly bounded by the MAXLENGTH. There were also no easy fixes that could force them to strictly adhere to the bound. In contrast, the sequences generated by our method were guaranteed to be feasible and within the MAXLENGTH.

The time taken by all test generation methods are more or less the same. Since they all work on the EFG as opposed to executing the actual GUI application, the time is negligible compared to the time taken to execute the test sequence.

### B. Comparison of Individual Reduction Techniques

In this experiment, we evaluated the effectiveness of the individual reduction techniques in our method. Table III shows our results, where Column 1 shows the name of each application, Columns 2-10 show the number of test sequences generated by each reduction technique, and the last column shows the number of test sequences generated by all reductions techniques combined. POR was used in conjunction of the individual reduction techniques.

The results show that each technique is effective compared to the baseline with POR (denoted +POR) with improvement ranging from 0.2% to 60% (e.g., computed by $CavInd = 1 - \frac{5107}{54087} = 0.9698$. Furthermore, when combined, they can achieve the largest reduction (72%). This not only means each reduction technique makes its own contribution, but also means they are complementary to each other. For
brevity, we do not show the time taken by these individual methods but they are almost the same.

C. Comparison of Test Execution Results

Finally, we compare the test execution. Since running test sequences generated by all methods on all applications takes a long time, we only obtained results on four larger applications. Table IV shows the results, including the name, the percentage of statements covered, and the number of test sequences. The results show all methods achieved a similar coverage. The main difference is in the number of test sequences: it is 3,995 for our method, 93,446 for GUITAR, and 154,345 for Gazoo. For buddi, the reduction is 430X: it is 60 sequences for our tool compared to 28K sequences for Gazoo.

D. Threats to Validity

We did not consider external dependencies imposed by remote network communication, database access, or the file IO. Therefore, our method may miss useful event sequences in the presence of these external dependencies. This limitation is shared by the other GUI testing tools as well. We did not consider the diversity of data input either. During our experiments, the data input was generated by GUITAR’s replayer using its default setting, to allow a fair comparison of all tools. However, it was also the reason why the testing coverage did not come close to 100%. Same as GUITAR and Gazoo, we focused on only one aspect of GUI testing, which is the diversity of event sequences. To improve further, fuzzing or symbolic execution techniques [23, 31, 22, 22, 11] may be needed to diversify input data; we leave this for future work.

VII. RELATED WORK

GUI is an indispensable component of many software applications. Thus, there has been abundant research on improving the efficiency of GUI testing in various domains, including desktop [60, 57, 11, 56], mobile [27, 38, 1], [26], and web applications [53, 46, 4]. Although techniques proposed in this work were implemented in GUCiCat [11], which is designed for testing desktop applications, the underlying principle may be applied to other types of GUI applications and event-driven programs in general.

GUI testing is a complex process that requires efficient algorithms and implementation techniques in many different aspects such as static program analysis, dynamic model extraction [37, 54], deterministic replay [20, 58], and test case maintenance [53]. In this work, we focus on event sequence generation only while relying on a number of existing tools such as GUITAR [40], Soot [48], and Cobertura [12] to offer an end-to-end solution. However, there is still room for improvement in these other aspects.

Beside the work mentioned so far, there are other GUI testing techniques [43, 36, 2, 3, 6, 52, 14]. For example, earlier works [43, 52] create models of the software code based on finite state machines, but as pointed out in [5], some of these techniques would not work well when the model does not accurately reflect the actual code. To avoid this problem, Yuan and Memon [57] propose to leverage feedback from the execution of a seed test suite to generate new test cases. Such approach depends on the quality of the seed as well as randomness during test execution.

Our method is related to state-space reduction techniques in explicit-state and symbolic model checking, but with some important differences. In model checking, existing methods are either model-based [49, 41, 19, 18], e.g., relying on a state-transition system where values of state variables are available, or stateless [15, 55, 50, 32] where the model checker does not maintain states but instead dynamically executes the software. In contrast, our method is a hybrid approach that augments an abstract model (the EFG) with dependencies derived from the software statically. The EFG is more abstract than the state-transition system because it does not contain values of the program variables.

Test sequence reduction has been studied in event-driven programs [3, 2, 7, 36] to reduce the test execution cost. In this context, partial order reduction (POR) [18, 15, 33, 34] serves as a foundational technique for removing redundancy. However, as shown in Section II as well as the experiments, although POR is effective in identifying redundancy among sequences of the same length, it misses other redundant sequences. In comparison, our method is more effective since it also exploits redundancy among sequences of different lengths.

Beyond test sequence generation, an important problem is diversifying the input data. Several recent works have focused on this problem, e.g., by using model checking [35, 39, 46] and symbolic execution [11, 1, 27, 38]. However, scalability remains a problem and thus there is still room for improvement. We will consider it for future work.

VIII. CONCLUSIONS

We have presented a GUI testing framework for efficiently generating event sequences while avoiding the redundant sequences. Our technique leverages both model-driven test generation (e.g., the EFG) and static analysis of the actual software (e.g., the Java bytecode). It goes beyond partial order reduction by identifying redundancy not only among event sequences of the same length but also among sequences of different lengths. Our experiments on Java Swing applications show the new method significantly outperforms state-of-the-art GUI testing tools and the average reduction in the number of test sequences is more than 10X. For future work, we plan to develop methods for diversifying input data to further improve the testing coverage.
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