1 Introduction

Panel data offers great opportunities for empirical research throughout the social and business sciences, as such data has done for many decades in longitudinal medical studies. In economics and business, just as in medicine, there is often intense interest in the effects of policy measures or treatments on individual consumer and firm behavior over time. The pooling of data records across wide panels of individuals has the potential to deliver substantial econometric power in estimation through cross section averaging to sharpen estimates of common response patterns.

With these great opportunities for studying individual behavior come many challenges. The present chapter focuses on one of these challenges – the role and effects of incidental parameters that capture the idiosyncratic features of individual entities within a panel. Adding a new individual to a panel brings new idiosyncratic elements to be explained in the data just as it also brings observations that enhance the power of cross section averaging for the common elements of behavior. Exploring the effects of such additions is the subject of this chapter.

The problem of incidental parameters in statistical inference was first pointed out in a classic article by Neyman and Scott (1948)\(^1\). According to their characterization, an incidental parameter only figures in a finite dimensional probability law – thereby involving only a finite number of observations and, in consequence, rendering the corresponding maximum likelihood estimator inconsistent. Interestingly, in its attempt to deliver the best possible estimates of all of the parameters in a model, including incidental parameters that are specific

\(^1\)See Lancaster (2000) for an historical overview.
to a single cross section observation, maximum likelihood estimates of other parameters in the model are inevitably affected and may be inconsistent.

In the context of panel data, the incidental parameter problem typically arises from the presence of individual-specific parameters. These may relate to individual consumer, firm, or country fixed intercept (or mean) effects in a panel. They may also involve incidental trends that are specific to each individual in the sample. The challenges presented by incidental parameters are particularly acute in dynamic panels where behavioral effects over time are being measured in conjunction with individual effects. Nickell (1981) discovered that maximum likelihood estimation of such models leads to inconsistent estimates of the parameters that govern the dynamics. The problems are even more acute in nonstationary panels and panels with incidental trends. Much methodological research on dynamic panel modeling has been devoted to understanding these problems and to developing econometric techniques that address them.

A secondary but no less important issue arises in matters of dynamic model specification. Curiously, some standard model selection procedures such as the BIC information criterion are inconsistent in the presence of incidental parameters. The problem was first identified in a simple example by Stone (1979) and later shown to apply in all dynamic panel models with fixed effects. Model choice is a fundamental aspect of good empirical model building and much applied econometric work relies heavily on standard selection methods such as BIC. The failure of these methods in the context of dynamic panels therefore is a major obstacle to good empirical practice. Approaches to overcome the inconsistency of BIC and related Bayesian procedures have been developed only very recently. Typically one needs to use a special prior in the conventional approach (see Berger et al, 2003). Or in a Kullback Leibler approach, one can increase the penalty. Lee (2012) has some discussion of these possibilities in econometrics. A wider literature is now emerging - see Casella and Moreno (2006, 2009) and Moreno, Girón and Casella (2010). Recent work by Han, Phillips and Sul (2013) has shown that BIC is also inconsistent as an order estimator in dynamic panels even when no fixed effects are present. So the issues presented by model choice in dynamic panels are wider than those involving incidental parameters alone.

The present chapter will discuss these issues in the context of a prototype model under different assumptions on the size of the panel and properties of the variables making up the panel. The prototype model that is our main focus is a linear dynamic panel regression model with various forms of unobserved characteristics. Suppose a double indexed random variable $y_{it}$ is observed over $N$ cross section individuals $i = 1, \ldots, N$ and $T$ time periods $t = 1, \ldots, T$. We consider two forms of dynamic specification. The first is the component model where the observed data comprise an individual and time effect plus a disturbance that follows an autoregressive model:

$$y_{it} = \delta (\lambda_i, f_t) + \varepsilon_{it}$$

$$\varepsilon_{it} = \rho \varepsilon_{it-1} + u_{it}.$$
The second is an augmented regression model form:

\[ y_{it} = \rho y_{it-1} + \alpha (\lambda_i, f_t) + u_{it}, \] (3)

These two formulations are related when \( \alpha (\lambda_i, f_t) = \delta (\lambda_i, f_t) - \rho \delta (\lambda_i, f_{t-1}) \) and the error dynamics in (2) are absorbed into (1) giving (3). The distinction is particularly relevant when the data are nonstationary.

In models (1) and (3), \( \lambda_i \) and \( f_t \) represent individual specific effects and time specific effects, respectively. In this chapter, we treat \( \lambda_i \) and \( f_t \) as fixed, so that they can be arbitrarily correlated with the initial condition and are unknown parameters that need to be estimated. While these individual and time specific parameters are relevant and important, it is usually the parameter \( \rho \) that governs the behavioral dynamics that is of primary interest in practical work. This chapter therefore focuses on issues of statistical estimation and inference concerning the common behavioral parameter \( \rho \).

### 2 Formulations and Problems of Interest

Several forms of specification for fixed effects have been used in practical work. In the augmented regression model (3), the most common form is a simple additive individual effect with \( \alpha (\lambda_i, f_t) = \lambda_i \). This specification is typically used to model unobservable differences in characteristics that do not vary over time but that would invalidate results if they were not taken into account in the regression. For example, intrinsic ability in a wage equation is an unobserved individual characteristic that materially affects the wage of an individual. Inclusion of such individual effects in regression helps to model situations where individuals with the same observable characteristics have different outcomes (here, wages) for reasons that the econometrician cannot observe. In such cases, the individual effect serves the role of an individual specific dummy variable in the regression.

Other common specifications of fixed effects in the augmented regression are combined individual-specific and time-specific effects, as in the additive form \( \alpha (\lambda_i, f_t) = \lambda_i + f_t \), and interactive fixed effects, as in the multiplicative form \( \alpha (\lambda_i, f_t) = \lambda_i f_t \) (or \( \lambda'_i f_t \) if \( \lambda_i \) and \( f_t \) are vectors). The time-specific variable \( f_t \) may represent nonstationarity (or time evolution) in the time series of the panel \( y_{it} \), or it may represent a common shock that provides a source of cross-sectional dependence in the panel \( y_{it} \). For example, all individual consumers in a panel may face a common interest rate shock or individual firms may all be subjected to a common exchange rate shock.

It is also natural to allow for the possibility of time trends in the variables of a panel that might be captured through a deterministic trend. Such effects can be incorporated in a component model of the form \( \delta (\lambda_i, f_t) = \lambda_{i0} + \lambda_{i1} t \), so that each unit in the panel embodies a linear trend with its own unit-specific slope. This formulation is called an incidental trend effect. Such effects commonly appear in panel models of cross country economic growth.
The impact of incidental parameters on dynamic panel estimation was studied by Nickell (1981) who considered a panel autoregression of order one with common coefficient \( \rho \) in the presence of individual-specific intercepts \( \alpha (\lambda_i, f_t) = \lambda_i \). Analytical expressions showed that the pooled least square (OLS) estimator or Gaussian MLE is asymptotically (as the cross section dimension \( N \to \infty \)) biased downward (if \( \rho > 0 \)), and that the bias decreases as the time series sample size \( T \) increases. Thus, using OLS or MLE results in inconsistent estimates of \( \rho \) when \( N \to \infty \) whenever there is a finite time series sample for each cross-sectional unit. The phenomenon arises as a consequence of having only a finite number of observations from which to estimate the individual-specific parameter \( \lambda_i \), which contaminates the estimation of \( \rho \). In effect, as intimated in the Introduction, maximum likelihood in attempting to get the best estimates of all the parameters in the model (including the individual effects) fails to achieve consistent estimation even for the common parameter \( \rho \).

The following sections consider several instances of incidental parameter problems in dynamic panels, as well as various solutions that have been proposed to circumvent them. The remainder of the chapter is divided into four parts. The next section deals with the estimation of the panel autoregressive coefficient \( \rho \), while section 4 is concerned with inference about \( \rho \) and tests of specific null hypotheses such as \( H_0 : \rho = \rho_0 \), i.e., that \( \rho \) equals a certain constant value of interest such as zero or unity. Much attention has been given to the unit root case where the hypothesis of interest is that members of the panel follow dynamic paths described by random walks in which \( \rho = 1 \). We discuss recent work on nonlinear panels and on model selection in dynamic panels in Sections 5 and 6. Throughout the chapter we consider large \( N \) asymptotics and cases where \( T \) is finite and \( T \to \infty \). Only Classical methods are discussed, although Bayesian principles underlie some of the model selection criteria. \(^2\)

3 Estimating \( \rho \) with Incidental Parameters

3.1 Individual Fixed Effects: \( \alpha (\lambda_i, f_t) = \lambda_i \)

We consider the dynamic panel regression model (3) with time invariant additively separable fixed effects, \( \alpha (\lambda_i, f_t) = \lambda_i \) and \( |\rho| < 1 \):

\[
y_{it} = \rho y_{it-1} + \lambda_i + u_{it},
\]

where \( y_{i0} \) is the initial condition and the error term \( u_{it} \) is uncorrelated with the \( \{ y_{it-s} : s \geq 1 \} \). The individual effect \( \lambda_i \) in model (4) is fixed in the sense that it can be arbitrarily correlated with the initial condition \( y_{i0} \) and we treat these individual effects as parameters to be estimated. The parameter of interest is the common dynamic coefficient \( \rho \).

The Gaussian quasi-maximum likelihood estimator (QMLE) of \( \rho \) is the maximum likelihood estimator when \( u_{it} \sim iidN \left( 0, \sigma^2 \right) \) and the \( \lambda_i \) are nuisance parameters. Nickell (1981) showed that the QMLE of \( \rho \) is inconsistent as \( N \to \infty \).

\(^2\)For Bayesian analysis of dynamic panels, one could refer to Lancaster (2002) for example.
with $T$ fixed and finite, due to the presence of the incidental parameters $\lambda_i$ in the regression (4).

### 3.1.1 Explaining the Nickell Bias

To explain the source of the asymptotic bias, it is useful to simplify the algebra before developing the large $N$ asymptotics in detail. The Gaussian QMLE of $\rho$ is equivalent to pooled least squares on the panel and has the form

$$ \hat{\rho} = \left( \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1} - \bar{y}_{i,-1})^2 \right)^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1} - \bar{y}_{i,-1}) (y_{it} - \bar{y}_i), \quad (5) $$

where $\bar{y}_i = T^{-1} \sum_{t=1}^{T} y_{it}$ and $\bar{y}_{i,-1} = T^{-1} \sum_{t=1}^{T} y_{it-1}$. In view of the demeaning transformation within the panel for each individual $i$, the estimator is also called the within estimator (or fixed effect or least squares dummy variable estimator) in the literature. In taking the time series mean from the data, the within transformation eliminates the fixed effects $\lambda_i$ because

$$ y_{it} - \bar{y}_i = \rho (y_{it-1} - \bar{y}_{i,-1}) + u_{it} - \bar{u}_i. \quad (6) $$

When $|\rho| < 1$, the solution of $y_{it}$ in (4) is

$$ y_{it} = \frac{\lambda_i}{1 - \rho} + y_{it}, \text{ where } y_{it}^0 = \rho y_{it-1} + u_{it} = \sum_{j=0}^{\infty} \rho^j u_{it-j}. $$

It follows that $y_{it} - \bar{y}_i = y_{it}^0 - \bar{y}_i^0$ and $y_{it-1} - \bar{y}_{i,-1} = y_{it-1}^0 - \bar{y}_{i,-1}^0$. The estimation error in $\hat{\rho}$ therefore has the following form

$$ \hat{\rho} - \rho = \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1}^0 - \bar{y}_{i,-1}^0)^2 \right)^{-1} \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1}^0 - \bar{y}_{i,-1}^0) (u_{it} - \bar{u}_i) $$

$$ = \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1}^0 - \bar{y}_{i,-1}^0)^2 \right)^{-1} \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1}^0 - \bar{y}_{i,-1}^0) u_{it}. \quad (7) $$

Since $\sum_{t=1}^{T} (y_{it-1}^0 - \bar{y}_{i,-1}^0)^2$ is iid over $i$, the ergodic theorem implies that

$$ \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1}^0 - \bar{y}_{i,-1}^0)^2 \rightarrow_{a.s.} \mathbb{E} \left\{ \sum_{t=1}^{T} (y_{it-1}^0 - \bar{y}_{i,-1}^0)^2 \right\} = T \mathbb{E} (y_{it-1}^0 - \bar{y}_{i,-1}^0)^2 $$

$$ = T \mathbb{E} (y_{it-1}^0)^2 - T \mathbb{E} (\bar{y}_{i,-1}^0)^2 = T \frac{\sigma^2}{1 - \rho^2} - \frac{1}{T} \sum_{i,s=1}^{T} \mathbb{E} (y_{is} y_{is}) $$

$$ = T \frac{\sigma^2}{1 - \rho^2} - \frac{1}{T} \sum_{t,s=1}^{T} \rho^{|t-s|} \frac{\sigma^2}{1 - \rho^2} $$
\[
\begin{align*}
&= T \frac{\sigma^2}{1-\rho^2} - \frac{1}{T} \sum_{j=-T+1}^{T-1} \rho^{|j|} \left[ \sum_{t,s=1}^{T} 1 \{ t-s = j \} \right] \frac{\sigma^2}{1-\rho^2} \\
&= T \frac{\sigma^2}{1-\rho^2} - \frac{1}{T} \sum_{j=-T+1}^{T-1} \rho^{|j|} |T-|j|| \frac{\sigma^2}{1-\rho^2} \\
&= T \frac{\sigma^2}{1-\rho^2} + O(1), \text{ because } |\rho| < 1 
\end{align*}
\]

and
\[
\begin{align*}
\frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{y}^0_{it-1} - \hat{y}^0_i) u_{it} & \rightarrow \text{a.s.} \ E \left\{ \sum_{i=1}^{T} (\hat{y}^0_{it-1} - \hat{y}^0_i) u_{it} \right\} = \sum_{i=1}^{T} E (\hat{y}^0_{it-1} u_{it} - \hat{y}^0_i u_{it}) \\
&= - \sum_{i=1}^{T} E \left( \hat{y}^0_{it-1} u_{it} \right), \text{ because } E\hat{y}^0_{it-1} u_{it} = 0 \\
&= - \frac{1}{T} \sum_{i=1}^{T} E \left( \sum_{s=1}^{T} y^0_{is-1} u_{it} \right) = - \frac{1}{T} \sum_{i=1}^{T} E \left( \sum_{s=t+1}^{T} y^0_{is-1} u_{it} \right) \\
&= - \frac{1}{T} \sum_{i=1}^{T} E \left( \sum_{s=t+1}^{T} y^0_{is-1} u_{it} \right) = - \frac{1}{T} \sum_{i=1}^{T} \left\{ \sum_{s=t+1}^{T} \sum_{j=0}^{\infty} \rho^j u_{is-1-j} u_{it} \right\} \\
&= -\sigma^2 \frac{T}{1-\rho} \sum_{i=1}^{T} \sum_{j=0}^{T-t-1} \rho^j \text{ since } E\{u_{is-i-j} u_{it}\} = \sigma^2 1 \{ s = t + 1 + j \} \\
&= -\sigma^2 \frac{1}{1-\rho} + \sigma^2 \frac{1}{1-\rho} T \sum_{i=1}^{T} \rho^{T-t} = -\sigma^2 \frac{1}{1-\rho} + \sigma^2 \frac{1}{1-\rho} \sum_{j=0}^{T-1} \rho^j \\
&= -\sigma^2 \frac{1}{1-\rho} + O \left( \frac{1}{T} \right). 
\end{align*}
\]

It follows directly from (8) and (9) that as \( N \to \infty \)
\[
\hat{\rho} - \rho \rightarrow_{\text{a.s.}} \frac{-\sigma^2}{T \frac{1-\rho}{1-\rho}} + O \left( \frac{1}{T} \right) = -\frac{1+\rho}{T} + O \left( \frac{1}{T^2} \right), 
\]

and \( \hat{\rho} \) is inconsistent. The inconsistency is non-trivial for small \( T \). For example when \( \rho = 0.5 \) and \( T = 5 \), the asymptotic bias is \( -\frac{1+\rho}{T} = -0.3 \), so in this case \( \hat{\rho} \rightarrow_{\text{a.s.}} 0.2 \). When \( N \) is large, because of the small variance in \( \hat{\rho} \), almost all of the distribution of \( \hat{\rho} \) then lies to the left of the true value \( \rho = 0.5 \) and confidence intervals have a coverage probability close to zero. In short wide panels (with \( T \) small and \( N \) large), the inconsistency can therefore have dramatic effects on inference.

The bias expression (10) holds only for the stationary panel case where \( |\rho| < 1 \). The unit root case \( \rho = 1 \) is handled in a similar way and we obtain (see
so the bias effects are magnified in the unit root case and there is no continuity in the asymptotic bias expression as \( \rho \) moves to unity. The bias in the unit case can clearly be very large when \( T \) is small. For example, when \( T = 3 \) and 4 the respective bias is \(-1\) and \(-0.75\), almost sufficient to change the sign of \( \hat{\rho} \).

As is apparent from the calculation leading to (9), \( u_{it} \) and \( \tilde{y}_{it-1}^0 \) are correlated and it is this correlation that produces the inconsistency in \( \hat{\rho} \) as \( N \to \infty \) for fixed \( T \). Thus, it is the removal of the fixed effects by the within regression transformation of demeaning (manifest in the presence of \( \tilde{y}_{it-1}^0 \) in (7)) that induces the correlation. Notice also that the QMLE of \( \lambda_i \) is \( \hat{\lambda}_i = \hat{y}_i - \hat{\rho}\tilde{y}_{i,-1} \), so that there is a further induced bias in the estimation of the individual effects. The numerator of \( \hat{\rho} - \rho \), \( \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1} - \tilde{y}_{i,-1}) u_{it} \), is the score function of the concentrated Gaussian quasi-likelihood function and it too is biased with consequential effects on testing. Thus, the incidental parameter problem arising from the presence of fixed effects in (4) has a manifold deleterious impact on estimation and inference in dynamic panel regression.

### 3.1.2 Panels with Fixed \( T \): First Differencing and Instrumental Variables

When the number of time series observations \( T \) is fixed, methods to overcome the incidental parameter problem described in the previous analysis are well studied and many solutions have been suggested since the early 1980’s. Excellent overviews of the subject are available, including the chapter by Arellano and Honore (2001), and the books by Arellano (2003), Hsiao (2003), and Baltagi (2008).

The most common approach is to rely on first differencing to eliminate the fixed effect instead of the within transformation. The resulting equation is then:

\[
\Delta y_{it} = \rho \Delta y_{it-1} + \Delta u_{it}. \tag{12}
\]

However, while this transformation removes the individual effect, it introduces a moving average component of order 1 in the error term which brings about correlation with the regressor in (12). However, as noted by Anderson and Hsiao (1982) past values of the dependent variable satisfy the necessary moment conditions for a valid instrument, i.e.

\[
E(\Delta u_{it} y_{it-s}) = E((u_{it} - u_{it-1}) y_{it-s}) = 0, \text{ for any } s > 1. \tag{13}
\]

They proposed instrumental variable estimation with \( y_{t-2} \) as instrument, leading to

\[
\hat{\mu}_{IV} = \left( \sum_{i=1}^{N} \sum_{t=1}^{T} y_{it-2} \Delta y_{it-1} \right)^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} y_{it-2} y_{it} \]
which is consistent and asymptotically normal as $N \to \infty$ for $T$ fixed.

Of course, because all lagged values of $y_{i,t-1}$ are valid instruments, one could use many more instruments among the overall $T(T-1)/2$ moment conditions in the $(13)$ class. These may be mobilized in a GMM framework as suggested by Arellano and Bond (1991). Ahn and Schmidt (1995) further added the $T-2$ moments $E(\Delta u_{it}u_{iT}) = 0$ since $u_{it}$ is assumed to be serially uncorrelated. Ahn and Schmidt also show that the estimator that uses these $T(T-1)/2+(T-2)$ moments uses all the moments implied by the basic assumptions, and that the resulting estimator correspondingly reaches the semi-parametric efficiency bound of Chamberlain (1982, 1984).

Han, Phillips, and Sul (2012a)3 generalize this idea and introduce the new concept of $X$-differencing to generate moment conditions. The procedure eliminates the fixed effects like conventional first differencing while making the regressor and error uncorrelated after the transformation. Hence, there is no need for instrumental variables, and the method does not suffer from the weak identification problem that arises as the autoregressive parameter approaches unity (a problem originally noted by Blundell and Bond, 1998). The method combines the basic equation (4) with the forward-looking regression

$$y_{ist} = \lambda_i + \rho y_{its+1} + \varepsilon_{its}$$

where $\varepsilon_{its} = \varepsilon_{its} - \rho (y_{its+1} - y_{its-1})$, which is uncorrelated with $y_{its+1}$ if $\varepsilon_{it}$ is serially uncorrelated and uncorrelated with the individual effect $E(\lambda_i \varepsilon_{its}) = 0$, though this condition is not needed for the properties of the estimator as the individual effects are eventually eliminated. The same orthogonality condition applies when replacing $s+1$ by $t > s$.

Subtracting (14) from (4), leads to the simple regression equation

$$y_{it} - y_{is} = \rho (y_{it-1} - y_{is+1}) + (\varepsilon_{it} - \varepsilon_{its})$$

where the regressor and error are uncorrelated for any $s < t - 1$ and any $-1 < \rho \leq 1$ so that the approach accommodates the unit root case $\rho = 1$ within the same framework. The $X$-differencing terminology is suggested by virtue of the fact that the regressand is differenced by $X = t - s$ periods while the regressor is differenced by $X - 2$ periods. All admissible values of $s = 1, \ldots, t - 3$ or $X = 3, \ldots, t - 1$ can be considered.

Based on these $X$-differences, Han, Phillips and Sul construct a panel fully aggregated estimator (PFAE) as the pooled regression estimator in (15) for all $i, t, s$

$$\hat{P}_{PFAE} = \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{s=1}^{t-3} (y_{it-1} - y_{is+1})^2 \right)^{-1} \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{s=1}^{t-3} (y_{it-1} - y_{is+1})(y_{it} - y_{is}).$$

This estimator is consistent and asymptotically normal as long as the number of observations $NT$ goes to infinity. Thus, it is consistent for fixed $T$ as $N \to$

---

3See also Han and Phillips (2010) and Han Phillips and Sul (2011).
More importantly, given the orthogonality between the error and regressor after the transformation, it is essentially unbiased in finite samples as confirmed in simulations. The FAE estimator has other appealing properties, including improved efficiency when $\rho$ is in the vicinity of unity.

Other transformations have been considered to eliminate the fixed effects and allow for consistent estimation of $\rho$ even with a finite number of time series observations. For example, Arellano and Bover (1995) proposed forward orthogonal differences:

$$y_{it}^* = \sqrt{\frac{T-t}{T-t+1}} \left[ y_{it} - \frac{1}{T-t} (y_{it+1} + \ldots + y_{iT}) \right]. \quad (16)$$

For detailed results of the analysis of the various IV and GMM estimators of $\rho$ when $T$ is fixed, readers may refer to several standard textbook treatments such as Arellano (2003), Baltagi (1995), and Hsiao (2003). Another approach using indirect inference methods has been suggested recently by Gourieroux, Phillips and Yu (2010).

### 3.1.3 When $T$ is Large

When the time series dimension of the panel is large, Hahn and Kuersteiner (2002) proposed to use joint $(N, T) \to \infty$ asymptotics to characterize the bias of the fixed effect estimator that arises from the incidental parameters $\lambda_i$. More specifically, they derived the limit distribution of $\hat{\rho}$ by allowing $N, T \to \infty$ jointly under the rate condition $N/T \to \kappa^2$, where $0 < \kappa < \infty$, so that $N$ and $T$ pass to infinity at the same rate. For expositional simplicity here\(^4\), we assume that $u_{it} \sim iid (0, \sigma_u^2)$ across $i$ and over $t$ with finite fourth moments. We further assume that $\frac{1}{N} \sum_{i=1}^{N} y_{i0}^2 = O_p (1)$ and the fixed effects $\lambda_i$ satisfy $\frac{1}{N} \sum_{i=1}^{N} \lambda_i^2 = O_p (1)$.

The centered and normalized within estimator (5) has the form

$$\sqrt{NT} (\hat{\rho} - \rho) = \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1} - \bar{y}_{i,-1})^2 \right)^{-1} \frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1} - \bar{y}_{i,-1}) u_{it}. \quad (17)$$

As $N, T \to \infty$, the denominator of $\sqrt{NT} (\hat{\rho} - \rho)$ has the following limit

$$\frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1} - \bar{y}_{i,-1})^2 \to_p \frac{\sigma_u^2}{1 - \rho^2}, \quad (18)$$

mirroring our earlier result (8) for fixed $T$. Defining $u_{it} (\rho) = \sum_{s=0}^{t-1} \rho^s u_{it-s}$, the

\(^4\)Hahn and Kuersteiner (2002) also considered the more general case where the regression errors may be conditionally heteroskedastic.
numerator of (17) decomposes as follows
\[
\frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1} - \bar{y}_{i-1}) u_{it} = \frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} u_{it-1} (\rho) u_{it} - \sqrt{\frac{N}{T}} \left( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} u_{it-1} (\rho) u_{is} \right) + o_p(1).
\]

Since \( u_{it-1} (\rho) u_{it} \) is a martingale difference, the first term satisfies an extended version of the martingale central limit theorem (c.f. Phillips and Moon, 1999)
\[
\frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} u_{it-1} (\rho) u_{it} \Rightarrow N \left( 0, \frac{\sigma_u^4}{1 - \rho^2} \right),
\]
whereas the second term converges in probability to a constant
\[
\sqrt{\frac{N}{T}} \left( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} u_{it-1} (\rho) u_{is} \right) \rightarrow_p \kappa \frac{\sigma_u^2}{1 - \rho},
\]
which mirrors our earlier result (9) for the numerator as \( N \to \infty \) for fixed \( T \). Therefore, as \( N, T \to \infty \) with \( \frac{N}{T} \to \kappa^2 \), the weak limit of the numerator of \( \sqrt{NT} (\hat{\rho} - \rho) \) is
\[
\frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it-1} - \bar{y}_{i-1}) (u_{it} - \bar{u}_{i}) \Rightarrow N \left( -\kappa \frac{\sigma_u^2}{1 - \rho}, \frac{\sigma_u^4}{1 - \rho^2} \right).
\]

Combining (18) and (19) as \( N, T \to \infty \) with \( \frac{N}{T} \to \kappa^2 \) and where \( 0 < \kappa < \infty \), we have
\[
\sqrt{NT} (\hat{\rho} - \rho) \Rightarrow N \left( -\kappa (1 + \rho), 1 - \rho^2 \right).
\]

An important aspect of the limit distribution of the fixed estimator is the bias involved in the miscentred normal limit of (20). This bias, like that for the \( N \to \infty \) case, is due to the presence of the incidental parameters \( \lambda_i \). A finite sample implication of (20) is that the bias of \( \hat{\rho} \) can approximated by \(-\frac{1+\rho}{T} \), just as suggested in the earlier limit (10) for fixed \( T \).

Accordingly Hahn and Kuersteiner (2002) suggested the following bias-corrected estimator
\[
\hat{\rho} = \hat{\rho} + \frac{1}{T} (1 + \hat{\rho}) = \frac{T+1}{T} \hat{\rho} + \frac{1}{T},
\]
which, as \( \frac{N}{T} + \frac{1}{T} \to \kappa^2 \) with \( 0 < \kappa < \infty \), has the following correctly centred limit distribution
\[
\sqrt{NT} (\hat{\rho} - \rho) \Rightarrow N \left( 0, 1 - \rho^2 \right).
\]
This bias corrected estimator is shown in Hahn and Kuersteiner to be asymptotically efficient under Gaussian errors provided \( |\rho| < 1 \). The unit case \( \rho = 1 \) is more complex and the limit theory (21) no longer holds. While the limit
distribution is still normal, the rate of approach to the limit theory is no longer \( O \left( \sqrt{N/T} \right) \) but is instead \( O \left( \sqrt{N/T^2} \right) \), reflecting the stronger time series signal in the regressors in the unit root case. Hahn and Kuersteiner proved that \( \hat{\rho} \) has the following limit distribution in this case when \( \rho = 1 \) and \((N,T) \to \infty\)

\[
\sqrt{NT^2} \left( \hat{\rho} - \rho + \frac{3}{T} \right) \Rightarrow N \left( 0, \frac{51}{5} \right).
\]

Alvarez and Arellano (2003) studied the GMM estimator \( \hat{\rho}_{GMM} \) based on the transformed data (16) and using the lagged dependent variables \( z_{it} = (y_{it-1}, \ldots, y_{i0}) \) as IVs expressed as

\[
\hat{\rho}_{GMM} = \left( \sum_{t=1}^{T} \left( \sum_{i=1}^{N} x_{it}^* z_{it}' \right) \left( \sum_{i=1}^{N} z_{it} z_{it}' \right)^{-1} \left( \sum_{i=1}^{N} z_{it} x_{it}^* \right) \right)^{-1}
\times \left( \sum_{i=1}^{N} \left( \sum_{t=1}^{T} x_{it}^* z_{it}' \right) \left( \sum_{i=1}^{N} z_{it} z_{it}' \right)^{-1} \left( \sum_{i=1}^{N} z_{it} x_{it}^* \right) \right),
\]

where \( x_{it}^* = \sqrt{T^2} \left[ y_{it-1} - \frac{1}{T} (y_{it} + \cdots + y_{iT-1}) \right] \). They showed that as \( T \to \infty \) the bias of \( \hat{\rho}_{GMM} \) may be approximated by

\[
\frac{1}{N} (1 + \rho)
\]

and its limiting distribution is

\[
\sqrt{NT} \left( \hat{\rho}_{GMM} - \rho + \frac{1}{N} (1 + \rho) \right) \Rightarrow N \left( 0, 1 - \rho^2 \right).
\]

**General Motivation of the Alternative Asymptotics:** The fixed effect estimator \( \hat{\rho} \) corresponds to the maximum likelihood estimator based on the conditional Gaussian likelihood. To see this, suppose that conditional on \( y_{i0} \) and \( \lambda_i \), \( u_{it} \sim iid N \left( 0, \sigma^2_u \right) \) with known \( \sigma^2_u \). Then, the conditional log-likelihood of \((y_{iT}, \ldots, y_{i1})\) on \((y_{i0}, \lambda_i)_i\) is

\[
l_{NT} \left( \rho, \lambda^N \right) = \sum_{i=1}^{N} \ln f \left( y_{iT}, \ldots, y_{i1} | y_{i0}, \rho, \lambda_i \right) = -\frac{1}{2\sigma^2_u} \sum_{i=1}^{N} \sum_{t=1}^{T} l_{it} \left( \rho, \lambda_i \right),
\]

where

\[
l_{it} \left( \rho, \lambda_i \right) = -\frac{1}{2} \left( y_{it} - \rho y_{it-1} - \lambda_i \right)^2.
\]

Without loss of generality, assume that \( \sigma^2_u = 1 \) for simplicity. Then, for given \( \rho \) the MLE of \( \lambda_i \) is

\[
\hat{\lambda}_i \left( \rho \right) = \arg \max_{\lambda} \sum_{t=1}^{T} l_{it} \left( \rho, \lambda \right) = \bar{y}_i - \rho \bar{y}_{i-1}.
\]
Plugging $\lambda_i (\rho)$ into the likelihood, we have the (concentrated) profile likelihood of $\rho$:

$$l_{NT} (\rho) = l_{NT} (\rho, \lambda_i (\rho)) = \sum_{i=1}^{N} \sum_{t=1}^{T} l_{it} (\rho, \lambda_i (\rho)) = -\frac{1}{2} \sum_{i=1}^{N} \sum_{t=1}^{T} (y_{it} - \bar{y}_i - \rho (y_{i(t-1)} - \bar{y}_{i(-1)}))^2.$$

The fixed effect estimator $\hat{\rho}$ is simply the MLE in this case since

$$\hat{\rho} = \arg \max_{\rho} l_{NT} (\rho).$$

Define

$$L_T (\rho) = \lim_{N \to \infty} \frac{1}{N} E(l_{NT} (\rho)) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E \left[ \sum_{t=1}^{T} l_{it} (\rho, \lambda_i (\rho)) \right].$$

As follows by standard asymptotic theory for extremum estimators, when $N \to \infty$ but $T$ is fixed, the MLE $\hat{\rho}$ converges in probability to

$$\hat{\rho} \rightarrow_p \rho_T = \arg \max_{\rho} L_T (\rho).$$

Denote by $(\rho_0, \lambda_i^0)$ the true parameters of $(\rho, \lambda_i)$. Then, since

$$\sum_{t=1}^{T} l_{it} (\rho, \lambda_i (\rho)) = -\frac{1}{2} \sum_{t=1}^{T} ((u_{it} - \bar{u}_i) - (\rho - \rho_0) (y_{i(t-1)} - \bar{y}_{i(-1)}))^2$$

we have

$$L_T (\rho) = -\frac{1}{2} (\rho - \rho_0)^2 \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E \left( \sum_{t=1}^{T} (y_{i(t-1)} - \bar{y}_{i(-1)}) \right)^2$$

$$+ (\rho - \rho_0) \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E \left( \sum_{t=1}^{T} (y_{i(t-1)} - \bar{y}_{i(-1)}) (u_{it} - \bar{u}_i) \right)$$

$$-\frac{1}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} E \left( \sum_{t=1}^{T} (u_{it} - \bar{u}_i)^2 \right).$$

For fixed $T$, the expected score of the profile likelihood $E \left( \sum_{t=1}^{T} (y_{i(t-1)} - \bar{y}_{i(-1)}) (u_{it} - \bar{u}_i) \right) \neq 0$, and we have

$$\rho_T \neq \rho_0.$$

However, when $T \to \infty$ as well as $N \to \infty$, we have

$$\rho_T \rightarrow \rho_0.$$
Arellano and Hahn (2006) observed that when the profile likelihood function $l_{NT}(\rho)$ is smooth, we usually have the expansion

$$
\rho_T = \rho_0 + \frac{B}{T} + O\left(\frac{1}{T^2}\right),
$$

and the re-centred limit theory

$$
\sqrt{NT}(\hat{\rho} - \rho_T) \Rightarrow \mathcal{N}(0, \Omega)
$$

for some $\Omega > 0$. Then, as $N, T \to \infty$ with $\frac{N}{T} \to \kappa^2$, where $0 < \kappa < \infty$, we have

$$
\sqrt{NT}(\hat{\rho} - \rho_0) = \sqrt{NT}(\hat{\rho} - \rho_T) + \sqrt{NT}\frac{B}{T} + O\left(\frac{\sqrt{N}}{T^3}\right)
\Rightarrow \mathcal{N}(\kappa B, \Omega).
$$

Here the bias $B$ of the fixed effect estimator is characterized as the bias of the asymptotic distribution under these joint asymptotics.

### 3.1.4 Alternative Bias Correction Method

Dhaene and Jochmans (2012) proposed a jackknife method to reduce the order of the bias of the fixed effect estimator in nonlinear dynamic panel regression models. To apply their ideas to the dynamic linear setup in (4), recall that the pseudo true value $\rho_T$ that maximizes the limit of the profile likelihood $L_T(\rho)$ in (22) is $\rho_T = \rho_0 + \frac{B}{T} + O\left(\frac{1}{T^2}\right)$. We now split the $(N \times T)$ panel into two $(N \times \frac{T}{2})$ dimensional pieces and denote by $\hat{\rho}_1$ and $\hat{\rho}_2$ the fixed effect estimators in these respective subpanels. Define

$$
\tilde{\rho}_{1/2} = \frac{1}{2} (\hat{\rho}_1 + \hat{\rho}_2).
$$

Dhaene and Jochmans’s bias corrected estimator is then based on the usual jackknife formula

$$
\hat{\rho}_{1/2} = 2\hat{\rho} - \tilde{\rho}_{1/2}.
$$

We can expect this estimator to correct the bias $B$ because by using the expansion (23) we have

$$
\hat{\rho}_{1/2} = 2\rho_0 + \frac{2B}{T} + O\left(\frac{1}{T^2}\right) - \frac{1}{2} \left(2\rho_0 + \frac{4B}{T} + O\left(\frac{1}{T^2}\right)\right)
= \rho_0 + O\left(\frac{1}{T^2}\right).
$$

Dhaene and Jochmans (2012) showed that this idea can be applied to a more general nonlinear dynamic panel regression models with fixed effects and show how to reduce the bias to a higher order.
3.2 Additive Individual Effects and Time Effects: \( \alpha (\lambda_i, f_t) = \lambda_i + f_t \)

Hahn and Moon (2006) extended Hahn and Kuersteiner’s (2002) results by considering time effects as additional incidental parameters in the model

\[
    y_{it} = \rho y_{it-1} + \lambda_i + f_t + u_{it},
\]

where the model satisfies the conditions in the previous section except that it now includes time specific fixed effects \( f_t \). In many empirical applications, the time effect \( f_t \) is included to model a simple form of nonstationarity in the time series \( y_{it} \) or to represent an aggregate shock (e.g., a common macro shock) that is common to all the cross-section units. In the latter case, when the common shock \( f_t \) is random, the cross sectional observations \( y_{it} \) have cross-sectional dependence. In model (24) incidental parameters exist in both the cross sectional direction (\( \lambda_i \)) and the time series direction (\( f_t \)).

Define \( \bar{y}_{i,t} = \frac{1}{N} \sum_{i=1}^{N} y_{it}, \tilde{y}_{i,t} = \frac{1}{T} \sum_{t=1}^{T} y_{it}, \bar{y} = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} y_{it}, \bar{y}_{-1} = \frac{1}{T} \sum_{i=1}^{N} y_{it-1}, \bar{y}_{-1} = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} y_{it-1} \). Similar definitions are used for \( \lambda, f, \bar{u}_{i,t}, \tilde{u}_{i,t}, \) and \( \bar{u} \). In this model, the fixed effect estimator is

\[
    \hat{\rho} = \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \frac{(y_{it-1} - \bar{y}_{-1,t-1} - \bar{y}_{i,-1} + \bar{y}_{-1})^2}{(y_{i,t-1} - \bar{y}_{-1,t-1} - \bar{y}_{i,-1} + \bar{y}_{-1}) (y_{i,t} - \bar{y}_{i,t} - \bar{y}_{i} + \bar{y})} \right)^{-1}
\]

Hahn and Moon (2006) showed that under joint asymptotics as \( N, T \to \infty \) with \( \frac{N}{T} \to \kappa^2 \), where \( 0 < \kappa < \infty \), \( \sqrt{NT} (\hat{\rho} - \rho) \) has the limit distribution

\[
    \sqrt{NT} (\hat{\rho} - \rho) \Rightarrow N \left( -\kappa (1 + \rho), 1 - \rho^2 \right),
\]

identical to the limit given earlier in (20). Hence, the asymptotic bias of the fixed effect estimator with \( \lambda_i + f_t \) is the same as the asymptotic bias of the fixed effect estimator only with \( \lambda_i \).

In this case the fixed effect estimator \( \hat{\rho} \) eliminates \( f_t \) by taking out the cross-sectional mean of the panel data \( y_{it} \). The regressor after this demeaning transformation becomes \( y_{it-1} - \bar{y}_{-1,t-1} \) and the error becomes \( u_{it} - \tilde{u}_{i,t} \). From a time series perspective the regressor \( y_{it-1} - \bar{y}_{-1,t-1} \) is still predetermined and uncorrelated with the error \( u_{it} - \tilde{u}_{i,t} \). From a cross-sectional perspective, the influence of the time specific effect \( f_t \) in the regressor \( y_{it-1} - \bar{y}_{-1,t-1} \) and the error \( u_{it} - \tilde{u}_{i,t} \) is removed. As a consequence, the limit of the estimator \( \hat{\rho} \) is not affected by the presence of \( f_t \).

This finding confirms that the asymptotic bias of the fixed effect estimator in the linear dynamic panel regression model is sourced in the presence of the individual effect \( \lambda_i \) not the presence of the time effect \( f_t \) when these components enter the model in an additive and separable form. However, when the panel
model is nonlinear and/or $\lambda_i$ and $f_t$ enter the model in a more general functional form, it may be the case that both $\lambda_i$ and $f_t$ contribute to the asymptotic bias of the fixed effect estimator as we will discuss in the following sections.

### 3.3 Interactive Fixed Effects: $\alpha (\lambda_i, f_t) = \lambda'_i f_t$

In this section, we discuss the case where the fixed effects take a multiplicative form involving $\lambda_i$ and $f_t$, viz.,

$$y_{it} = \rho y_{it-1} + \lambda'_i f_t + u_{it},$$  \hspace{1cm} (25)

where $\lambda_i$ and $f_t$ are unknown fixed effects for $i$ and $t$, respectively and $u_{it}$ are idiosyncratic shocks. We denote by $\lambda'_i, f_t^0, \rho_0$ the true values of $\lambda_i, f_t$, and $\rho$, respectively. In this section we assume the dimension of $f_t$ and $\lambda_i$ are known, say $R^0$. Also assume that $u_{it}$ are independent across $i$ and $t$ with mean zero and higher moments finite. The multiplicative form of the fixed effects appearing in $\lambda'_i f_t$ are often called interactive fixed effects or common factors in the literature.

The linear panel regression with interactive fixed effects was studied by Kiefer (1980), Lee (1991), Ahn, Lee, and Schmidt (2001), and Bai (2009) when the regressors are strictly exogenous with respect to $u_{it}$, and by Holtz-Eakin, Newey and Rosen (1988), Phillips and Sul (2003), and Moon and Weidner (2010, 2013) when the regressors are lagged dependent variables.\(^5\)

#### 3.3.1 Quasi-Differencing Approach

Holtz-Eakin, Newey, and Rosen (1988) suggest that the interactive fixed effects be eliminated by taking a quasi-difference of the data. Suppose that $R_0 = 1$ for expositional convenience and that we normalize $f_1 = 1$. Since

$$\frac{y_{it}}{f_t} = \rho \frac{y_{it-1}}{f_t} + \lambda_i + \frac{u_{it}}{f_t},$$

we have

$$\frac{y_{it}}{f_t} - \frac{y_{it-1}}{f_t-1} = \rho \left( \frac{y_{it-1}}{f_t} - \frac{y_{it-2}}{f_t-1} \right) + \frac{u_{it}}{f_t} - \frac{u_{it-1}}{f_t-1}.$$  

They suggested using lagged variables $\{y_{it-s}\}_{s \geq 2}$ as instruments to estimate $\rho$ and $(f_2, ..., f_T)$ using the GMM method. This approach may work well when $T$ is small. However, if $T$ is large, this approach becomes problematic because $(f_2, ..., f_T)$ become another set of incidental parameters to be accommodated. One must also address the issue that the number of the instruments then increases at the order $O(T^2)$.\(^6\)

---

\(^5\)Pesaran (2006) studied a common correlated random effects model that allows for heterogenous regression coefficients.

\(^6\)See, for example, Han and Phillips (2006) and Newey and Windmeijer (2009) for a treatment of the problem of many IVs.
3.3.2 Principal Component Approach with Joint Asymptotics

Another approach is to estimate the model (25) together with \( \{ \lambda_i^0 f_t^0 \}_{i,t} \) by least squares and apply joint asymptotics as \( N, T \rightarrow \infty \) with \( \frac{N}{T} \rightarrow \kappa^2 > 0 \) to characterize the form of the bias. The estimate may then be bias corrected using a plug in estimate of the resulting bias.

To fix ideas, let \( Y, Y_{-1}, U \) be \( N \times T \) matrices whose \((i,t)\)th elements are \( y_{it}, y_{it-1}, \) and \( u_{it}, \) respectively. Let \( \lambda \) and \( f \) be the \( (N \times R) \) and the \( (T \times R) \) matrices that stack the \( R \)-row vectors \( \lambda_i^0 \) and \( f_t^0, \) respectively. We may then write the model (25) in matrix notation as

\[
Y = \rho Y_{-1} + \lambda f' + U.
\]

Notice that \( \lambda \) and \( f \) are not separately identified. One can always transform or rotate with an invertible matrix giving \( \tilde{\lambda} = \lambda S \) and \( \tilde{f} = f S^{-1} \) such that \( \lambda f' = \tilde{\lambda} \tilde{f}' \). However, to identify the parameter of interest \( \rho \), we do not need to separately identify \( \lambda \) and \( f \). Instead, identification of \( \lambda f' \) is enough. Details of the identification of \( \rho \) are given in Moon and Weidner (2013).

The (negative) Gaussian quasi-loglikelihood function conditioned on the initial conditions \( \{y_{i0}\} \) and the interactive fixed effects \( \{\lambda_i^0 f_t^0\} \) is (up to a constant)

\[
\begin{equation}
\ell_{NT}(\rho, \lambda, f) = \text{tr} \left[ (Y - \rho Y_{-1} - \lambda f')' (Y - \rho Y_{-1} - \lambda f') \right].
\end{equation}
\]

The profile quasi-loglikelihood function is

\[
\ell_{NT}(\rho) = \min_{\lambda, f} l_{NT}(\rho, \lambda, f)
\]

\[
= \min_f \left\{ \text{tr} \left[ (Y - \rho Y_{-1}) M_f (Y - \rho Y_{-1})' \right] \right\}
\]

\[
= \sum_{t=R+1}^{T} \mu_t \left[ (Y - \rho Y_{-1})' (Y - \rho Y_{-1}) \right],
\]

where \( M_f = I_T - f (f')^{-1} f' \) and \( \mu_k[A] \) is the \( k \)th smallest eigenvalue of matrix \( A \). The QMLE or the fixed effect estimator \( \hat{\rho} \) minimizes \( l_{NT}(\rho) \):

\[
\hat{\rho} = \arg \min_{\rho} l_{NT}(\rho).
\]

Moon and Weidner (2010, 2013) analyzed the properties of this estimator. As before, suppose that \( u_{it} \sim \text{independent across } i \text{ and } t \) with a finite uniform \( 8^{th} \) moment, that is, \( \sup_{i,t} \mathbb{E}(u_{it}^8) < 0 \). Also, assume that \( \lambda_i^0 \) and \( f_t^0 \) are \( R \)-vector strong factors in the sense that

\[
\frac{1}{N} \lambda_{i0} \lambda_0 \rightarrow_p \Sigma_{\lambda} > 0 \quad \text{and} \quad \frac{1}{T} f_{t0} f_0 \rightarrow_p \Sigma_f > 0.
\]

Under these conditions, they showed that \( \hat{\rho} \) is consistent, that is,

\[
\hat{\rho} \rightarrow_p \rho_0.
\]
Their consistency proof is different from the conventional consistency proof of an extremum estimator that uses a uniform law of large numbers and an identification condition. Moon and Weidner (2013)'s proof is to bound $l_{NT} (\hat{\rho})$ by a lower and an upper bound as follows

$$c (\hat{\rho} - \rho_0)^2 + O_p \left( \frac{|\hat{\rho} - \rho_0|}{\sqrt{\min \{N, T\}}} \right) + \frac{1}{NT} \text{tr} (U'U) + O_p \left( \frac{1}{\min \{N, T\}} \right)$$

$$\leq \frac{l_{NT} (\hat{\rho})}{NT} \leq \frac{l_{NT} (\rho_0)}{NT}$$

$$= \frac{1}{NT} \sum_{t=R+1}^{T} \mu_t \left[ (\lambda^0 f^{0^g} + U)^{t} (\lambda^0 f^{0^f} + U) \right] \leq \frac{1}{NT} \text{tr} (U'U) \leq 0,$$

from which expression and the given rates we can deduce that

$$\hat{\rho} - \rho_0 = O_p \left( \frac{1}{\sqrt{\min \{N, T\}}} \right) = o_p (1).$$

A remaining challenge is to derive the limit distribution of $\hat{\rho} - \rho_0$. The problem is challenging because the conventional approach to deriving the limiting distribution of an extremum estimator typically uses a quadratic approximation of the objective function obtained, for example, via a Taylor approximation. Instead, Moon and Weidner (2010, 2013) use the perturbation theory of a linear operator to approximate $l_{NT} (\hat{\rho})$ with a quadratic function of $\rho$ as

$$l_{NT} (\rho) - l_{NT} (\rho_0) = l_{q,NT} (\rho) + R_{NT} (\beta),$$

where

$$l_{q,NT} (\rho) = -2\sqrt{NT} (\rho - \rho_0) C_{NT} + \left( \sqrt{NT} (\rho - \rho_0) \right)^2 W_{NT}$$

$$C_{NT} = C(1) (\lambda^0, f^0, Y_{-1}, U) + C(2) (\lambda^0, f^0, Y_{-1}, U)$$

$$C(1) (\lambda^0, f^0, Y_{-1}, U) = \frac{1}{\sqrt{NT}} \text{tr} (M f^0 U'M f^0 Y_{-1})$$

$$C(2) (\lambda^0, f^0, Y_{-1}, U) = -\frac{1}{\sqrt{NT}} \left[ \text{tr} \left( M f^0 U'M f^0 (f^{0^g} f^{0^f})^{-1} (\lambda^0 \lambda^0)^{-1} \lambda^0 \lambda^0 f^{0^f} U'M f^0 U'M f^0 Y_{-1} \lambda^0 (\lambda^0 \lambda^0)^{-1} (f^{0^g} f^{0^f})^{-1} f^{0^g} \right) \right]$$

$$W_{NT} = \frac{1}{NT} \text{tr} (M f^0 Y_{-1} M f^0 Y_{-1}),$$

and

$$\sup_{|\rho - \rho_0| \leq \eta_{NT}} \frac{R_{NT} (\beta)}{\left( 1 + \sqrt{NT} (\rho - \rho_0)^2 \right)^{1/2}} = o_p (1),$$
for any sequence $\eta_{NT} \to 0$. An immediate consequence of the quadratic approximation is that if $C_{NT} = O_p(1)$, then
\[
\sqrt{NT} (\hat{\rho} - \rho_0) = W_{NT}^{-1} C_{NT} + o_p(1).
\]
Let $v_{it} = \sum_{\tau=0}^{\infty} \rho_0^\tau u_{it-\tau}$ and define the $(N \times T)$ matrix $V$ with $v_{it}$. Also, let $F^0_t = \sum_{\tau=0}^{\infty} \rho_0^\tau f^0_{t-\tau}$ and define the $(T \times R)$ matrix $F^0$. Let $^7$
\[
W = \lim_{N,T} \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \mathbb{E}(v_{it-1}^2),
\]
\[
\Omega = \lim_{N,T} \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \mathbb{E}(v_{it}^2) \mathbb{E}(v_{it-1}^2),
\]
\[
B_1 = p \lim_{N,T} \frac{1}{N} \text{tr} \left[ P_{f_0} \mathbb{E}(U'V) \right],
\]
\[
B_3 = p \lim_{N,T} \frac{1}{N} \text{tr} \left[ \mathbb{E}(U'U) M_{f_0} F^0 (f_0' f_0)^{-1} f_0' \right].
\]
Suppose that $|\lambda_i^0|$ and $|f_i^0|$ are uniformly bounded across $i, t$. Then, according to Moon and Weidner (2010), as $N,T \to \infty$ with $N/T \to \kappa^2 > 0$,
\[
\sqrt{NT} (\hat{\rho} - \rho_0) \Rightarrow N \left( -\kappa W^{-1} (B_1 + B_3), W^{-1} \Omega W^{-1} \right).
\]
Here the first bias component $B_1$ arises because the regressor is a lagged dependent variable and so that the regressor is sequentially exogenous, not strictly exogenous (Bai (2009) does not have this bias since that work assumed only strictly exogenous regressors). The second bias component $B_3$ arises when the error term $u_{it}$ is not homoskedastic. (see Bai (2009) and Moon and Weidner (2010)).

Nonparametric estimators of $W, \Omega, B_1$, and $B_3$ are proposed by Moon and Weidner (2010) to achieve bias correction. The resulting bias corrected estimator is
\[
\hat{\rho}^+ = \hat{\rho} + \hat{W}^{-1} \left( \frac{\hat{B}_1}{T} + \frac{\hat{B}_3}{T} \right),
\]
and it is shown that this estimator has the centred limit theory
\[
\sqrt{NT} (\hat{\rho}^+ - \rho_0) \Rightarrow N \left( 0, W^{-1} \Omega W^{-1} \right).
\]
When the error $u_{it}$ is homoskedastic with $\mathbb{E}(u_{it}^2) = \sigma^2$, we have
\[
\sqrt{NT} (\hat{\rho}^+ - \rho_0) \Rightarrow N \left( 0, 1 - \rho^2 \right)
\]
which is the same distribution as the bias-corrected estimator of Hahn and Kuersteiner (2002) with incidental individual effects.

---

\(^7\)The bias term $B_2$ in Moon and Weidner (2010) is zero when the regressor is a lagged dependent variable.
3.4 Incidental Trends: \( \delta (\lambda_i, f_t) \) or \( \alpha (\lambda_i, f_t) = \lambda_{i0} + \lambda_{i1} t \)

In this section, we turn our attention to panel models with trends. To do so it is convenient to consider a components model specification in which the observed panel data \( y_{it} \) consist of a cross-sectionally heterogenous linear trend superposed with serially correlated errors. Our discussion of this model is in two parts, depending on whether the serial correlation in the errors is weak or strong.

3.4.1 Weakly Serially Correlated Case

Suppose that the observed panel \( y_{it} \) is generated by the system

\[
y_{it} = \lambda_{i0} + \lambda_{i1} t + \varepsilon_{it} \tag{26}
\]

\[
\varepsilon_{it} = \rho \varepsilon_{i,t-1} + u_{it},
\]

where \( |\rho| < 1 \) and \( u_{it} \sim iid (0, \sigma^2) \) with \( \mathbb{E} |u_{it}|^{4+\zeta} < \infty \) for some \( \zeta > 0 \). In this model the individual time series \( y_{it} \) are stationary with deterministic trends. The component panel model (26) can be written in an augmented regression form. Subtracting \( y_{i,t-1} \) from \( y_{it} \), we have

\[
y_{it} = \lambda_{i0} (1 - \rho) + \lambda_{i1} (t - \rho (t - 1)) + \rho y_{it-1} + u_{it}
\]

\[
= \lambda_{i0} + \lambda_{i1} t + \rho y_{it-1} + u_{it}. \tag{27}
\]

The main difference between (4) and (27) is that the individual effects in (27) are now time varying.

Again, suppose that the object of interest with model (27) is to estimate \( \rho \). Phillips and Sul (2007)\(^8\) showed that the QMLE estimator of \( \rho \) is asymptotically biased for finite \( T \) due to the presence of the incidental trends. The bias in the stationary case is

\[
\hat{\rho} - \rho \rightarrow_p -2 \frac{1 + \rho}{T - 1} \left( 1 + O \left( \frac{1}{T} \right) \right).
\]

One way to address the incidental trend problem is to eliminate the incidental trends \( \lambda_{i0} + \lambda_{i1} t \) by a double difference transform, instead of first differencing, as

\[
\Delta^2 y_{it} = \rho \Delta^2 y_{i,t-1} + \Delta^2 u_{it}, \tag{28}
\]

where \( \Delta^2 y_{it} = \Delta (\Delta y_{it}) = y_{it} - 2y_{it-1} + y_{it-2} \), as suggested in Wansbeek and Knapp (1999). We may then use \( \{y_{it-s}\}_{s \geq 3} \) as instruments to estimate \( \rho \) in (28).

Another approach is to estimate \( \rho \) in (27) by least squares and then apply joint asymptotics as \( N, T \rightarrow \infty \) with \( \frac{N}{T} \rightarrow \kappa^2 > 0 \) to derive a limit theory. In this case we can show that

\[
\sqrt{N T} (\hat{\rho} - \rho) \rightarrow N (-2 \kappa (1 + \rho), 1 - \rho^2).
\]

\(^8\)Phillips and Sul (2007) also proposed a median unbiased estimator.
The bias corrected estimator is then simply
\[ \hat{\rho}^{++} = \hat{\rho} + \frac{2}{T} (1 + \hat{\rho}) = \frac{T + 2}{T} \hat{\rho} + \frac{2}{T}. \]
It follows that as \( N, T \to \infty \) with \( \frac{N}{T} \to \kappa^2 \), where \( 0 < \kappa < \infty \),
\[ \sqrt{NT} \left( \hat{\rho}^{++} - \rho \right) \Rightarrow \mathcal{N} \left( 0, 1 - \rho^2 \right) \]
which is again the same distribution as in Hahn and Kuersteiner (2002).

3.4.2 Strongly Serially Correlated Case

For a panel whose time series has both deterministic trends and stochastic trends, Moon and Phillips (1999, 2000, 2004) and Phillips and Sul (2007) considered the following model:

\[
\begin{align*}
y_{it} &= \lambda_{i0} + \lambda_{i1} t + \varepsilon_{it} \quad \text{(29)} \\
\varepsilon_{it} &= \rho \varepsilon_{i,t-1} + u_{it}, \quad \text{(30)}
\end{align*}
\]
where
\[ \rho = \left( 1 - \frac{\theta}{T} \right). \]
In (29), the time series of panel \( y_{it} \) consists of cross-sectionally heterogeneous deterministic trends and highly persistent errors (or stochastic trends). The modeling of autoregressive roots as local to unity is common in the analysis of time series (e.g., Phillips, 1987). While it is known that the parameter \( \theta \) cannot be consistently estimated from a single time series, Moon and Phillips (1999, 2000, 2004) consider estimation possibilities using panel data. For this, they assume that both the cross sectional dimension \( N \) and the time dimension \( T \) are large such that \( \frac{N}{T} \to 0 \). We also assume that \( \{u_{it}\}_{i,t} \) are randomly drawn.

First, suppose that \( \varepsilon_{it} \) is observed (equivalently, that \( \lambda_{i0} + \lambda_{i1} t \) is known). Then, we can estimate \( \theta \) consistently. To see this, consider
\[ \hat{\theta} = T (1 - \hat{\rho}), \]
where \( \hat{\rho} \) is the least squares estimator of (30):
\[ \hat{\rho} = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} \varepsilon_{it-1} \varepsilon_{it}}{\sum_{i=1}^{N} \sum_{t=1}^{T} \varepsilon_{it-1}^2}. \]
As \( N, T \to \infty \), since
\[ T (\hat{\rho} - \rho) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{T} \sum_{t=1}^{T} \varepsilon_{it-1} \varepsilon_{it} - \frac{2}{N} \sum_{i=1}^{N} \frac{1}{T} \sum_{t=1}^{T} \varepsilon_{it-1}^2 \to_p 0, \]
it follows that
\[ \hat{\theta} \to_p \theta \]
contrary to the case where only time series observations are available. An implication is that when panel data are available, using the cross sectional variation, we can estimate strong serial dependence in the data, measured by \( \rho \) in the vicinity of unity, much more accurately than when only a single time series is available.

Now suppose that the true trends are heterogeneous and unknown, so that \( \lambda_{i0} + \lambda_{i1} t \) become incidental trends. Let \( \Delta_c \) be the quasi-difference operator for some local-to-unity parameter \( c \), so that \( \Delta_c y_{it} = y_{it} - (1 - \frac{c T}{T}) y_{it-1} = \Delta y_{it} + \frac{c}{T} y_{it-1} \). In this section, we shall denote \( \theta \) as the true localizing coefficient parameter and \( c \) as the parameter used in estimation. Then, the Gaussian quasi log-likelihood function conditional on the initial condition \( y_{i0} \) is

\[
l_{NT}(c, \lambda_1, ..., \lambda_N) = \frac{1}{2} \sum_{i=1}^{N} \sum_{t=1}^{T} \left( \Delta_c y_{it} - \lambda_{i0} \frac{c}{T} - \lambda_{i1} \left( 1 + c \frac{t - 1}{T} \right) \right)^2.
\]

Given \( c \), the MLE for \( \hat{\lambda}_i(c) \) is the OLS estimator of \( \Delta_c y_{it} \) on \( (\frac{c T}{T}, 1 + c \frac{t - 1}{T}) \). Plugging this into \( l_{NT}(c, \lambda_1, ..., \lambda_N) \), we have the concentrated log-likelihood function

\[
l_{NT} \left( c, \hat{\lambda}_1(c), ..., \hat{\lambda}_N(c) \right) = \frac{1}{2} \sum_{i=1}^{N} \sum_{t=1}^{T} \left( \Delta_c y_{it} - \hat{\lambda}_{i0}(c) \frac{c}{T} - \hat{\lambda}_{i1}(c) \left( 1 + c \frac{t - 1}{T} \right) \right)^2.
\]

The QMLE of \( \theta \) is

\[
\hat{\theta} = \arg \max_c l_{NT} \left( c, \hat{\lambda}_1(c), ..., \hat{\lambda}_N(c) \right).
\]

Moon and Phillips (1999) showed that

\[
\frac{1}{N T} l_{NT} \left( c, \hat{\lambda}_1(c), ..., \hat{\lambda}_N(c) \right) \rightarrow_p l(c; \theta)
\]

for some function \( l(c; \theta) \) uniformly in \( c \), and \( \theta \) does not maximize the limit function \( l(c; \theta) \). This implies that the probability limit of \( \hat{\theta} \) is not \( \theta \). The inconsistency of \( \hat{\theta} \) is due to presence of the unknown incidental trends \( \lambda_{i0} + \lambda_{i1} t \) in the panel data. Moon and Phillips (1999) called this inconsistency the “incidental trend” problem.

Moon and Phillips (2000, 2004) investigated how to correct for the bias that arises in the presence of the incidental trends in estimating \( \theta \) in (29). Moon and Phillips (2000) proposed several estimators based on the OLS detrended data. They showed that the estimators are consistent and asymptotically normal when the true parameter \( \theta < 0 \) but not when \( \theta = 0 \) (the unit root case). For example, consider the pooled OLS panel estimator \( \hat{\theta}^+ \) that corrects for the bias due to the time series serial correlation in \( \varepsilon_{it} \). Moon and Phillips (2000) showed that

\[
\hat{\theta}^+ \rightarrow_p F(\theta),
\]
where $F(\theta) \neq \theta$. The inconsistency arises because in the regression

$$
\hat{\varepsilon}_{it} = \left(1 - \frac{\hat{\theta}^+}{T}\right)\hat{\varepsilon}_{it-1},
$$

where

$$
\hat{\varepsilon}_{it} = y_{it} - \hat{\lambda}_{00} - \hat{\lambda}_{01} t \\
\left(\hat{\lambda}_{01} \hat{\lambda}_{11}\right) = \left(\frac{T}{\sum_{t=1}^{T} t} \frac{T}{\sum_{t=1}^{T} t^2}\right)^{-1} \left(\frac{\sum_{t=1}^{T} y_{it}}{\sum_{t=1}^{T} t y_{it}}\right),
$$

(here $\hat{\lambda}_{00} + \hat{\lambda}_{01} t$ is the OLS estimator of the incidental trend) the detrended regressor $\hat{\varepsilon}_{it-1}$ ends up being correlated with the error term $u_{it}$ even after correcting for the bias due to the serial correlation in $u_{it}$.

The first estimator they proposed to resolve this difficulty is to invert the bias function $F(\theta)$ as

$$
\tilde{\theta} = F^{-1}\left(\hat{\theta}^+\right).
$$

Through numerical analysis, Moon and Phillips (2000) showed that $F^{-1}(\bullet)$ is well defined unless $\theta = 0$. A second estimation method they proposed is to correct for the asymptotic bias of $\tilde{\theta}^+$ as an approximately linear function of the parameter $\theta$. They showed that both estimators are consistent and asymptotically normal when $\theta < 0$, but these estimators become invalid when $\theta = 0$.

To overcome the problem at $\theta = 0$, Moon and Phillips (2004) considered an estimation method based on two asymptotic moment conditions. The first moment condition was considered in Moon and Phillips (2000). Let $\omega_T(c)$ and $\lambda_T(c)$ be the biases of the score functions of the concentrated likelihoods of the OLS detrended panel and GLS detrended panel, respectively:

$$
\omega_T(c) = \mathbb{E} \left[\frac{1}{T} \sum_{t=1}^{T} \left(\hat{\varepsilon}_{it} - \left(1 - \frac{c}{\hat{\theta}^+}\right)\hat{\varepsilon}_{it-1}\right)\hat{\varepsilon}_{it-1}\right]
$$

$$
\lambda_T(c) = \mathbb{E} \left[\frac{1}{T} \sum_{t=1}^{T} u_{it}\left(\theta_i, \hat{\lambda}_i(c)\right)\varepsilon_{it-1}\left(\hat{\lambda}_i(c)\right)\right],
$$

where

$$
u_{it}(c, \lambda_i) = \Delta_\xi y_{it} - \Delta_\xi \lambda_{00} - \lambda_{01} \Delta_\xi t
$$

$$
\varepsilon_{it-1}(\lambda_i) = y_{it-1} - \lambda_{00} - \lambda_{01} (t-1).
$$

The two moment conditions that Moon and Phillips (2004) considered are

$$
m_{1,T}(c) = \frac{1}{T} \sum_{t=1}^{T} \left(\hat{\varepsilon}_{it} - \left(1 - \frac{c}{\hat{\theta}^+}\right)\hat{\varepsilon}_{it-1}\right)\hat{\varepsilon}_{it-1} - \omega_T(c)
$$

$$
m_{2,T}(c) = \frac{1}{T} \sum_{t=1}^{T} u_{it}\left(c, \hat{\lambda}_i(c)\right)\varepsilon_{it-1}\left(\hat{\lambda}_i(c)\right) - \lambda_T(c),
$$
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and the corresponding GMM estimator is
\[
\hat{\theta}_{\text{GMM}} = \arg \min_{c \leq 0} \left( \frac{1}{N} \sum_{i=1}^{N} m_{iT}(c) \right)' \hat{W} \left( \frac{1}{N} \sum_{i=1}^{N} m_{iT}(c) \right),
\]
where \( m_{iT}(c) = (m_{1iT}(c), m_{2iT}(c))' \) and \( \hat{W} \rightarrow_p W > 0 \). Moon and Phillips (2004) showed that when \( \theta < 0 \), the GMM estimator \( \hat{\theta}_{\text{GMM}} \) is \( \sqrt{N} \)-consistent and asymptotically normal as \( N, T \rightarrow \infty \) with \( \frac{N}{T} \rightarrow 0 \). When \( \theta = 0 \), \( \hat{\theta}_{\text{GMM}} \) is \( N^{1/6} \)-consistent and has a nonstandard limiting distribution. So, \( \theta \) is consistently estimable at \( \theta = 0 \). However, an important implication of the limit theory is that the presence of incidental trends complicates the identification of a unit root in panels - making it difficult to discriminate locally in the vicinity of unity. This difficulty motivates the investigation of the power of panel unit root tests, as in Moon, Perron, and Phillips (2007).

4 Testing for Unit Roots with Incidental Parameters

A large literature has developed in testing for unit roots in dynamic panels over the past two decades. Information from cross-section observations should be useful in helping to improve inference regarding the long-run properties of data relative to the standard time series tests. However, as the work on local asymptotics described in the previous section makes clear, there are still substantial difficulties in getting good discriminatory power in the immediate vicinity of unity. Our discussion in what follows will focus on the consequences of incidental parameters on the testing problem. Readers should refer to Breitung and Pesaran (2008) for a thorough survey of the area.

We consider a component model where the autoregressive parameter is allowed to be heterogeneous:

\[
\begin{align*}
y_{it} &= \lambda_{0i} + \lambda_{1i} t + u_{it} \\
u_{it} &= \rho_i u_{it-1} + \varepsilon_{it},
\end{align*}
\] (31)

where the initial conditions are \( y_{i,t-1} = 0 \) for all \( i \). For expositional simplicity, we start by assuming that \( \varepsilon_{it} \) is potentially heteroskedastic with mean 0 and variance \( \sigma_i^2 \), but that \( \varepsilon_{it} \) is independent across \( i \) and over \( t \) with finite fourth moments. The case with serial correlation will be considered later.

The focus of interest is the problem of testing for the presence of a common unit root in the panel when both \( N \) and \( T \) are large, which we express as the null hypothesis
\[
H_0 : \rho_i = 1 \text{ for all } i,
\] (32)
against the alternative
\[
H_1 : \rho_i \neq 1 \text{ for some } i.'s.
\] (33)
It turns out to be convenient to consider a local alternative specification. We assume that
\[ \rho (\theta_i) = 1 - \frac{\theta_i}{N^\kappa T} \] for some constant \( \kappa > 0 \),
where \( \theta_i \) is a sequence of iid random variables. As we see below, the constant \( \kappa \) will depend on the nature of the incidental parameters.

Moon, Perron, and Phillips (2007) considered efficient tests for the null hypothesis of a unit root for all individuals in the panel. In terms of the local specification, the null and alternative hypotheses can be formulated as:

\[ H_0 : \theta_i = 0 \text{ for all } i, \] against the alternative
\[ H_1 : \theta_i \neq 0 \text{ for some } i's. \]

If the alternative was a singleton, i.e. if the alternative were some specific value of the local-to-unity parameters which we may call \( c = (c_1, c_2, ..., c_N)' \), then by the Neyman-Pearson lemma, the most powerful test is given by the likelihood ratio. As in Elliott et al. (1996) for the time series case, changing the values of \( c \) enables the computation of a power envelope from which we may trace out the maximum power of a test for any point alternative. Under Gaussianity, the log-likelihood is given (up to a constant) by

\[ L_{NT} (c) = -\frac{1}{2} \sum_{i=1}^{N} \sum_{t=1}^{T} \frac{1}{\sigma_i^2} (\Delta c_i y_{it} - \lambda_{i0} (1 - \rho (c_i)) - \lambda_{i1} [t - \rho (c_i) (t - 1)])^2, \]

and the test statistic is

\[ V_{f,NT} = 2 [L_{NT} (c) - L_{NT} (0)] - \mu (c), \]
where \( \mu (c) \) is a centering term that ensures that the statistic has mean 0. When deterministic components are included, we appeal to invariance and use the maximum of the likelihood with respect to these parameters.

One interesting result is that the value of \( \kappa \) that defines local neighborhoods is different according to the specification of the deterministic components. Hence, if \( \lambda_{i1} = 0 \) and only individual intercepts are present, we find that \( \kappa = 1/2 \) so that the likelihood ratio test can detect alternatives that converge to the null hypothesis of a panel unit root at the rate \( \frac{1}{\sqrt{NT}} \). However, if individual trends are present with \( \lambda_{i1} \neq \lambda \) for all \( i \), we find that \( \kappa = 1/4 \) which means that the maximal power that can be achieved by any test is much lower for a given alternative. Thus, the presence of incidental trends reduces the potential power in discriminating between panels where all individual series have unit roots and panels where some of the individual series have highly persistent but stationary dynamics. Another interesting result is that the presence of incidental intercepts does not change the asymptotic distribution of the test statistic, i.e. the power envelope and distribution of the test statistic is the same whether \( \lambda_{i0} = 0 \) or \( \lambda_{i0} \neq 0 \).
As a result, in the incidental intercepts case, Moon et al. (2007) parametrize the autoregressive parameters as:

\[ \rho(\theta_i) = 1 - \frac{\theta_i}{\sqrt{NT}}, \]

and the null hypothesis can be written as:

\[ H_0 : \mathbb{E}(\theta_i) = 0 \]

while the alternative hypothesis is:

\[ H_1 : \mathbb{E}(\theta_i) > 0 \]

where the \( \theta_i \)'s are assumed to be independent across \( i \) and lie in the bounded interval \([0, M] \) for some \( M > 0 \). The centering term in the likelihood ratio statistic (37) is \( \mu(c) = \frac{1}{2N} \sum_{i=1}^{N} c_i^2 \) and its asymptotic distribution is \( N \left( -\mathbb{E}(c_i) \theta_i, 2\mu(c) \right) \) which reflects the impact of both the values of the local-to-unity parameters in the population \( (\theta_i) \) and those used to set up the test and compute the likelihood ratio statistic \( (c_i) \).

Moon et al. (2007) make the above test operational by proposing an estimator for \( \sigma_i^2 \) and suggesting a common-point-optimal test in which one chooses all \( c_i \) to be the same. In that case, the asymptotic power of a test at level \( \alpha \) is \( \Phi \left( \frac{\mathbb{E}(\theta_i)}{\sqrt{2}} - z_\alpha \right) \) where \( z_\alpha \) is the \((1-\alpha)\) quantile from the standard normal distribution. A remarkable feature of this result is that power is independent of the value of the common \( c_i \) chosen, in contrast to the time series case where power depends on the choice of the local to unity parameter used to construct the test.

In the incidental trends case, that is when \( \lambda_{i1} = \lambda \) for all \( i \), as already mentioned, the local neighborhoods must shrink to 1 at a slower rate and the autoregressive parameters are parametrized as (see Ploberger and Phillips, 2002):

\[ \rho(\theta_i) = 1 - \frac{\theta_i}{N^{1/4}T}. \]

In this instance, it is possible to allow for some possibly explosive behavior and the assumption made on \( \theta_i \) is that it is contained in a bounded interval \([{-M}_{\theta}, {M}_{\theta}] \) where \( M_{\theta} \) and \( M_{\theta} \) are non-negative constants. Under this assumption, the null hypothesis of a panel unit root can be expressed as:

\[ H_0 : \mathbb{E}(\theta_i^2) = 0 \]

while the alternative hypothesis is:

\[ H_1 : \mathbb{E}(\theta_i^2) > 0. \]

The use of the second moment is necessary since the requirement that \( \mathbb{E}(\theta_i) = 0 \) does not imply that all \( \theta_i \)'s are 0.
Under this scenario, the centering term in the likelihood ratio statistic (37) is
\[
\mu(c) = -\frac{1}{N^{1/4}} \sum_{i=1}^{N} c_i - \frac{1}{N^{1/2}} \sum_{i=1}^{N} c_i^2 \omega_{p2T} - \frac{1}{N} \sum_{i=1}^{N} c_i^4 \omega_{p4T},
\]
where
\[
\omega_{p2T} = -\frac{1}{T} \sum_{t=1}^{T} \frac{t-1}{T} + 2 \frac{T}{T-1} \left( \frac{t-1}{T} \right) - \frac{1}{3},
\]
\[
\omega_{p4T} = \frac{1}{T^2} \sum_{t=1}^{T} \sum_{s=1}^{T} \frac{t-1}{T} \frac{s-1}{T} \min\left( \frac{t-1}{T}, \frac{s-1}{T} \right) - \frac{2}{3} \frac{1}{T} \sum_{t=1}^{T} \left( \frac{t-1}{T} \right)^2 + \frac{1}{9}.
\]

The asymptotic distribution is now \( N \left( -\frac{1}{90} \mathbb{E} \left( c_i^2 \theta_i^2 \right), \frac{1}{15} \mathbb{E} \left( c_i^4 \right) \right) \). A common point optimal test that is constructed by imposing the same value of \( c_i \) for all units would have power \( \Phi \left( \frac{1}{6\sqrt{s}} \mathbb{E} \left( \theta_i^2 \right) - z_0 \right) \), again independent of the particular choice of common local-to-unity parameter used to set up the test. However, this test has power below the power envelope unless the alternative hypothesis is homogeneous, i.e. all \( \theta_j \)'s are the same. Based on simulation results, Moon et al. (2007) recommend the use of \( c_i = 1 \) to construct the test.

Moon et al. (2013) extend these results to the case where \( \varepsilon_{it} \) is serially correlated. They show that optimal tests under serial correlation involve two adjustments to the above statistics. First, the error variance in the denominator must be replaced by the corresponding long-run variance denoted \( \omega_i^2 \), and, second, the centering of the statistic must be adjusted to account for the correlation between the error and the lagged dependent variable as in the standard Phillips-Perron statistic in the time series case. This adjustment depends on the one-sided long-run variance \( \Lambda_i = \sum_{j=1}^{\infty} \mathbb{E} \left( \varepsilon_{it} \varepsilon_{t-j} \right) \).

In the case of incidental intercepts, the new centering is \( \mu(c) = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} c_i + \frac{2}{\sqrt{N}} \sum_{i=1}^{N} c_i \frac{N^2}{2} \), whereas with incidental trends, the centering is
\[
\mu(c) = -\frac{1}{N^{1/4}} \sum_{i=1}^{N} c_i \frac{\sigma_i^2}{\omega_i} - \frac{1}{N^{1/2}} \sum_{i=1}^{N} c_i^2 \omega_{p2T} - \frac{1}{N} \sum_{i=1}^{N} c_i^4 \omega_{p4T}.
\]

In both cases, the new centering reduces to the centering term in Moon et al. (2007) as \( \Lambda_i = 0 \) and \( \sigma_i^2 = \omega_i^2 \) if no serial correlation is present.

## 5 Nonlinear Dynamic Panels

The incidental parameter problem in nonlinear panel regressions where the incidental parameters are not additively separable is a further challenging problem, in particular, when \( T \) is fixed. Surveys of the early literature are available in Arellano and Honore (2001) and Hsiao (2003). For more recent research results, readers may refer to Arellano and Hahn (2006) and Arellano and Bonhomme.
This section provides a selective survey on more recent developments of nonlinear dynamic panel regression research. In particular, we focus on estimating the common parameter of the nonlinear dynamic panel regression model and on bias reduction methods.

5.1 Concentrated Likelihood Approach

Hahn and Newey (2004), Arellano and Hahn (2006), and Hahn and Kuersteiner (2011) extended the idea of Hahn and Kuersteiner (2002) to nonlinear panel regression models and characterize the bias due to the incidental parameters using joint asymptotics as $N, T \to \infty$ with $\frac{N}{T} \to \kappa^2$. In particular, Hahn and Kuersteiner (2011) allowed the panel regression to be nonlinear and dynamic in which the individual fixed effect parameters and the lagged dependent variables enter the regression model nonlinearly.

Suppose that the observed panel data is $x_{it}$. The typical composition of $x_{it}$ is $x_{it} = (y_{it}, y_{it-1}, z_{it})$, where $y_{it}$ is the dependent variable in the panel regression and $(y_{it-1}, z_{it})$ are regressors. Let $\theta$ be the common parameters of interest, including the coefficient of the lagged dependent regressor $y_{it-1}$; and $\lambda_i$ be the individual fixed effects. Let $(\theta_0, \lambda_0^1, ..., \lambda_N^1)$ be the true parameters. Consider the fixed effect estimator that maximizes some objective function

$$\left(\hat{\theta}, \hat{\lambda}_1, ..., \hat{\lambda}_N\right) = \arg \max \sum_{i=1}^{N} \sum_{t=1}^{T} \psi (x_{it}; \theta, \lambda_i).$$

Denote

$$l_{it}(\theta, \lambda_i) = \psi (x_{it}; \theta, \lambda_i).$$

An example of $l_{it}(\theta, \lambda_i)$ is the conditional log likelihood function. Define

$$w_{it}(\theta, \lambda_i) = \frac{\partial l_{it}(\theta, \lambda_i)}{\partial \theta}, \quad w_{it} = w_{it}(\theta_0, \lambda_i^0), \quad v_{it}(\theta, \lambda_i) = \frac{\partial l_{it}(\theta, \lambda_i)}{\partial \lambda_i}, \quad v_{it} = v_{it}(\theta_0, \lambda_i^0),$$

$$w_{it}^\lambda = \frac{\partial w_{it}(\theta_0, \lambda_i^0)}{\partial \lambda_i}, \quad v_{it}^\lambda = \frac{\partial v_{it}(\theta_0, \lambda_i^0)}{\partial \lambda_i},$$

$$V_{2it}(\theta, \lambda_i) = v_{it}^2(\theta, \lambda_i) + \frac{\partial^2 v_{it}(\theta, \lambda_i)}{\partial \lambda_i}, \quad W_{it}(\theta, \lambda_i) = w_{it}(\theta, \lambda_i) - v_{it}(\theta, \lambda_i) E\left[ v_{it}^\lambda \right]^{-1} E\left[ w_{it}^\lambda \right],$$

$$W_{it} = W_{it}(\theta_0, \lambda_i^0), \quad W_{it}^\lambda = \frac{\partial W_{it}(\theta_0, \lambda_i^0)}{\partial \lambda_i}, \quad W_{it}^{\lambda \lambda} = \frac{\partial^2 W_{it}(\theta_0, \lambda_i^0)}{\partial \lambda_i^2}. \quad I_i = -E \left[ \frac{\partial W_{it}(\theta_0, \lambda_i^0)}{\partial \theta} \right].$$

Hahn and Kuersteiner (2011) showed that in a general nonlinear dynamic panel regression model, as $N, T \to \infty$ with $\frac{N}{T} \to \kappa^2$,

$$\sqrt{NT} \left( \hat{\theta} - \theta_0 \right) \Rightarrow N(\kappa B, I^{-1} \Omega^{-1}), \quad (38)$$

\footnote{\begin{itemize}
\item Another parameter of interest that has been widely studied in nonlinear panel regression models is the average marginal effect (or average treatment effect). See, for example, Fernandez-Val (JoE), Chernazhukov, Fernandez-Val, Hahn, and Newey (2013, Econometrica).}
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where

\[
I = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} I_i, \quad \Omega = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} Var \left( \frac{1}{\sqrt{T}} \sum_{t=1}^{T} W_{it} \right) \]

\[
B = - I^{-1} \left( \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \sum_{i=-\infty}^{\infty} Cov \left( v_{it}, W_{it}^{\lambda} \right) \right) - \frac{1}{2} \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ W_{it}^{\lambda \lambda} \right] \sum_{i=-\infty}^{\infty} Cov \left( v_{it}, v_{it-l} \right) \right) \right).}

Notice that in the dynamic linear regression model (4), we have

\[
B = \left( \frac{1}{1 - \rho_0} \right) \left( \frac{1}{1 + \rho_0} \right) = - \frac{1}{1 + \rho_0},
\]

as shown in (20). Hahn and Kuersteiner (2011) also provide a consistent estimator \( \hat{B} \) of the bias \( B \) and propose a bias corrected estimator

\[
\hat{\theta}^+ = \hat{\theta} - \frac{1}{T} \hat{B}.
\]

The intuition underlying (38) is as follows. Consider an infeasible estimator \( \tilde{\lambda}_i(\theta_0) \) rather than \( \hat{\lambda}_i(\tilde{\theta}) \), where

\[
0 = \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \left( \tilde{\theta}, \tilde{\lambda}_i(\theta_0) \right).
\]

Then, conventional first order Taylor approximation yields

\[
\hat{\theta} - \theta_0 \simeq \left( \frac{1}{N} \sum_{i=1}^{N} I_i \right)^{-1} \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \left( \theta_0, \hat{\lambda}_i(\theta_0) \right).
\]

Applying a second order Taylor series approximation to \( W_{it} \left( \theta_0, \hat{\lambda}_i(\theta_0) \right) \), we have

\[
\frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \left( \theta_0, \hat{\lambda}_i(\theta_0) \right) \simeq \frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} + \frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}^{\lambda} \left( \hat{\lambda}_i(\theta_0) - \lambda_i^0 \right) + \frac{1}{2\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it}^{\lambda \lambda} \left( \hat{\lambda}_i(\theta_0) - \lambda_i^0 \right)^2.
\]

Since \( \hat{\lambda}_i(\theta_0) - \lambda_i^0 \simeq - \frac{1}{T} \sum_{t=1}^{T} \tilde{v}_{it} \left( \mathbb{E} \left( \tilde{v}_{it}^2 \right) \right)^{-1} \), we have

\[
\sqrt{NT} \left( \hat{\theta} - \theta_0 \right) \simeq \left( \frac{1}{N} \sum_{i=1}^{N} I_i \right)^{-1} \left( \frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \right)
\]

\[
- \sqrt{N} \left( \frac{1}{N} \sum_{i=1}^{N} I_i \right)^{-1} \frac{1}{NT} \sum_{i=1}^{N} \left[ \frac{\sum_{t=1}^{T} \tilde{v}_{it} \left( \mathbb{E} \left( \tilde{v}_{it}^2 \right) \right)^{-1}}{\sqrt{T}} \right] \left[ \frac{1}{\sqrt{NT}} \sum_{i=1}^{N} \left( W_{it}^{\lambda} - \mathbb{E} \left[ W_{it}^{\lambda \lambda} \right] \tilde{v}_{it} \right) \right],
\]
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and it follows that
\[
\begin{align*}
\left( \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}_i \right)^{-1} \left( \frac{1}{\sqrt{N^2}} \sum_{i=1}^{N} \sum_{t=1}^{T} W_{it} \right) \Rightarrow N \left( 0, I^{-1} \Omega I^{-1} \right)
\end{align*}
\]
and
\[
\frac{-N}{T} \left( \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}_i \right)^{-1} \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{\sum_{t=1}^{T} v_{it}}{\sqrt{T} \mathbb{E}(v_{it}^2)} \right] \left[ \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left( W_{it} \lambda - \mathbb{E} \left[ W_{it}^2 \lambda \right] / 2 \mathbb{E}(v_{it}^2) \right) \right] \rightarrow p \kappa B.
\]

5.2 Integrated Likelihood Approach

The fixed effect estimator concentrates out the incidental parameters in the objective function. Another way to deal with the incidental parameters is to integrate out with a certain weight function or a prior for the parameters. This approach was studied by Arellano and Bonhomme (2009).

Using the notation in this section, suppose that \( l_{it}(\theta, \lambda) \) is the conditional log likelihood function. Let \( l_i(\theta, \lambda) = \frac{1}{T} \sum_{t=1}^{T} \ln l_{it}(\theta, \lambda) \). Let \( \pi_i(\lambda|\theta) \) be a conditional prior distribution on the individual fixed effect given \( \theta \). Here the dependence of the \( \pi_i \) on the index \( i \) allows for possible conditioning on strictly exogenous regressors and initial conditions. Assume that the support of \( \pi_i(\lambda|\theta) \) contains an open neighborhood of the true parameter \( (\theta_0, \lambda_0^0) \) and \( \sup_i \ln \pi_i(\lambda|\theta) = O(1) \) for all \( \theta \) and \( \lambda_i \) as \( T \to \infty \).

The fixed effect estimator \( \hat{\theta} \) maximizes the concentrated likelihood function
\[
\hat{\theta} = \arg \max_{\theta} \sum_{i=1}^{N} l_i^c(\theta),
\]
where
\[
l_i^c(\theta) = l_i \left( \theta, \hat{\lambda}_i(\theta) \right).
\]

An alternative objective function to the concentrated likelihood is the individual log integrated likelihood given by
\[
l_i^I(\theta) = \frac{1}{T} \ln \int \exp [Tl_i(\theta, \lambda_i)] \pi_i(\lambda_i|\theta) d\lambda_i.
\]
This likelihood could be considered subjective Bayesian with a joint prior that is separable in the individual effects. The target likelihood is defined as
\[
\bar{l}_i(\theta) = l_i \left( \theta, \bar{\lambda}_i(\theta) \right),
\]
where
\[
\bar{\lambda}_i(\theta) = \arg \max_{\lambda_i} \lim_{T} l_i(\theta, \lambda_i).
\]

Notice that the concentrated and target likelihood functions can be regarded as integrated likelihood functions with respect to the priors
\[
\pi_i(\lambda_i|\theta) = \delta(\lambda_i - \bar{\lambda}_i(\theta)) \quad \text{and} \quad \pi_i^c(\lambda_i|\theta) = \delta(\lambda_i - \hat{\lambda}_i(\theta)).
\]
where $\delta(\cdot)$ is the Dirac delta function. Here $\pi^i_\lambda (\lambda_i | \theta)$ is a sample counterpart of $\bar{\pi}_i (\lambda_i | \theta)$. Define $v_i (\theta, \lambda_i) = \frac{\partial_i(\theta, \lambda_i)}{\partial \lambda_i}$ and $v^*_{\lambda_i} (\theta, \lambda_i) = \frac{\partial v_i (\theta, \lambda_i)}{\partial \lambda_i}$, $v^0 (\theta, \lambda_i) = \frac{\partial v_i (\theta, \lambda_i)} {\partial \lambda_i}$, and $v^1_{\lambda_i} (\theta, \lambda_i) = \frac{\partial^2 v_i (\theta, \lambda_i)} {\partial \lambda_i^2}$.

Arellano and Bonhomme (2009) showed that the bias of the integrated likelihood is

$$E [t^I_i (\theta) - \bar{t}_i (\theta)] = \text{const} + \frac{\beta_i (\theta)}{T} + O \left( \frac{1}{T^2} \right),$$

where

$$\beta_i (\theta) = \frac{1}{2} \left\{ E \left[ -v^\lambda_i (\theta, \bar{\lambda}_i (\theta)) \right] \right\}^{-1} E \left[ T v^2_i (\theta, \bar{\lambda}_i (\theta)) \right] - \frac{1}{2} \ln E \left[ -v^\lambda_i (\theta, \bar{\lambda}_i (\theta)) \right] + \pi_i (\bar{\alpha}_i (\theta) | \theta).$$

Let $b_i (\theta_0) = \frac{\partial}{\partial \theta} |_{\theta_0} \beta_i (\theta)$ be the first order bias of the integrated score evaluated at the true value. Arellano and Bonhomme defined a prior family as bias reducing or robust, if and only if

$$b_\infty (\theta_0) = p \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} b_i (\theta_0) = o (1).$$

Since bias reduction of the moment equation (score function) implies bias reduction of the estimator, for a robust prior family, the mode of the integrated likelihood

$$\hat{\theta}_I = \arg \max_{\theta} \sum_{i=1}^{N} t^I_i (\theta)$$

has zero first-order bias, that is,

$$p \lim_{N \to \infty} \hat{\theta}_I = \theta_0 + o \left( \frac{1}{T} \right).$$

Arellano and Bonhomme showed that a prior $\pi_i$ is bias-reducing if

$$\frac{\partial}{\partial \theta} |_{\theta_0} \ln \pi_i (\bar{\alpha}_i (\theta) | \theta) = \frac{\partial}{\partial \theta} |_{\theta_0} \ln \left( E \left[ -v^\lambda_i (\theta, \bar{\lambda}_i (\theta)) \right] \right) \{E \left[ T v^2_i (\theta, \bar{\lambda}_i (\theta)) \right]\}^{-1/2} + O \left( \frac{1}{T} \right).$$

They suggested the following data-dependent prior:

$$\pi^R_i (\lambda_i | \theta) \propto E \left[ -v^\lambda_i (\theta, \bar{\lambda}_i) \right] \{E \left[ v^2_i (\theta, \bar{\lambda}_i) \right]\}^{-1/2},$$

where the hat denotes consistent estimators as $T \to \infty$. In the pseudo likelihood setting, they suggested

$$\pi^R_i (\lambda_i | \theta) \propto \sqrt{\frac{NT}{\bar{\theta}_I - \bar{\theta}}} \left( -\frac{T}{2} \left\{ \frac{E \left[ -v^\lambda_i (\theta, \bar{\lambda}_i) \right]} {E \left[ v^2_i (\theta, \bar{\lambda}_i) \right]} \right\}^{-1} \right).$$

Under these robust priors, as $N, T \to \infty$ with $\frac{N}{T} \to \kappa^2$,

$$\sqrt{\frac{NT}{\bar{\theta}_I - \bar{\theta}}} = op(1),$$
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where \( \bar{\theta} = \arg \max_{\theta} \sum_{i=1}^{N} \tilde{I}_i (\theta) \). Therefore,

\[
\sqrt{NT} \left( \bar{\theta} - \theta_0 \right) = \sqrt{NT} \left( \bar{\theta} - \theta_0 \right) + o_p (1).
\]

## 6 Order Selection in Dynamic Panels

As indicated in the Introduction, the presence of incidental parameters further complicates model selection. Standard procedures such as the Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), or Hannan-Quinn (HQ) suppose that the number of parameters is finite or grows slowly as sample size increases. The presence of incidental parameters violates this assumption, and Stone (1979) showed that BIC is inconsistent with incidental parameters. The same problem occurs in dynamic panels with fixed effects. The reason why BIC is inconsistent in this context is that the usual Laplace approximation does not hold for an infinity of parameters, thereby requiring an infinite dimensional integration.

It is particularly remarkable that BIC is also inconsistent as an order estimator in dynamic panels without fixed effects as shown recently by Han, Phillips and Sul (2012b). The reason for this curious finding is that in a panel as \( N \to \infty \) there are an infinity of observations relevant to models with a lower lag order than those with higher lag order. It is this discrepancy in the use of the data that can lead to inconsistency in conventional order selectors like BIC. Han Phillips and Sul show that the overestimation probability in the BIC order selector is 50%. The remedy is to raise the penalty in the BIC criterion to take account of this difference.

How to perform model selection with incidental parameters remains an ongoing issue in the panel literature although some approaches have been developed recently. Berger et al. (2003) have shown that the choice of priors is important with incidental parameters, and that a suitable choice can make BIC consistent in this context. They also propose a different approximation that leads to a criterion that is consistent in model selection.

Alternatively, in a Kullback-Leibler approach, one must increase the penalty used because standard methods impose penalties that are too small if the problem of incidental parameters is not taken into account. For example, Lee (2012) considers the problem of selecting a model among a set of candidate models that may not contain the true one. Suppose that there are two sets of parameters, those of interest denoted by \( \psi_k \) with dimension \( r_k \) for model \( k \) and the incidental parameters \( \lambda_i \). He defines a set of information criteria for model \( k \) of the form:

\[
LIC^h (M^k) = -\frac{2}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \log f_{it} ( \hat{z}_{it} ; \hat{\psi}_M, \hat{\lambda}_i ) + r_k \frac{h(N,T)}{NT} + \frac{2}{NT} \sum_{i=1}^{N} M_i ( \hat{\psi}_M )
\]

where \( h(N,T) \) is a penalty function that differentiates the criteria. The estimator \( \hat{\psi}_M \) is based on the modified profile likelihood that corrects for the fact that the score of the profile likelihood is not 0 due to the incidental parameters.
The penalty in these criteria has two components. The first one is the same as in the standard AIC and BIC and is proportional to the number of parameters. For the AIC, one would set \( h(N,T) = 2 \) while for BIC, one would set \( h(N,T) = \log(NT) \). The second term is the contribution associated with the presence of incidental parameters. This term is always positive so that a more severe penalty is imposed relative to the standard criteria.

7 Conclusions

Practical empirical work with dynamic panel models offers many opportunities for learning about individual behavior over time and the common elements that figure in that behavior. This work also faces many challenges, ranging from the impact of individual effects and incidental trends on estimation bias in short wide panels, through to the difficulties of treating nonlinear dynamic models with nonseparable fixed effects, and the problems of inconsistency in dynamic model specification. This chapter has overviewed some of the established methodology in the field, the ground that has been won in developing a theory of inference for dynamic panel modeling, as well as some exciting ongoing research that seeks to address some of the many challenges that remain.
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