Abstract
In the U.S., freight railways are one of the major means to transport goods from ports to inland destinations. According to the Association of American Railroad’s study, rail companies move more than 40% of the nation’s total freight. Given the fact that the freight railway industry is already running without much excess capacity, better planning and scheduling tools are needed to effectively manage the scarce resources, in order to cope with the rapidly increasing demand for railway transportation. This research develops optimization-based approaches for scheduling of freight trains. Two mathematical formulations of the scheduling problem are first introduced. One assumes the path of each train, which is the track segments each train uses, is given and the other one relaxes this assumption. Several heuristics based on mixtures of the two formulations are proposed. The proposed algorithms are able to outperform two existing heuristics, namely a simple look-ahead greedy heuristic and a global neighborhood search algorithm, in terms of railway total train delay. For large networks, two algorithms based on the idea of decomposition are developed and are shown to significantly outperform two existing algorithms.
1 Introduction

Imported goods from other countries usually enter the United States through ports and then transported inland. Every year there are more than 100 million tons of goods transferred through the Ports of Los Angeles and Long Beach. Train transportation is a cost effective way to move cargo from the ports to distant inland destinations. According to the Association of American Railroad’s study, rail companies move more than 40 percent of the nation’s total freight. As the total quantity of freight increases, by year 2020, the railroad industry expects to see demand increases as much as double the amount the industry is experiencing today.

Given the fact that the US freight railroad industry is already running without much excess capacity, the freight railroad industry has to either expand its infrastructure or manage its current operations more efficiently to meet the anticipated increase in demand. It is extremely expensive to build more rail tracks and in some places like Los Angeles County, due to the limited space, it is almost impossible to expand the current track. Better planning and scheduling methodologies become an effective solution to the problems caused by increasing transportation demand under tight capacity constraint.

Freight railroad management is a complicated problem as a whole. Thus, the overall management problem is usually decomposed into several sub-problems. They are: (1) crew scheduling problem, (2) blocking problem, (3) yard location problem, (4) train routing problem, (5) locomotive scheduling problem, and (6) trains scheduling and dispatching problem. This paper focuses on the problem of freight train scheduling problem.

Due to the increased usage of rail as a mode of transportation, more and more trains are traveling on limited track resources. Thus a good schedule for the trains becomes vital in order to prevent the melt-downs of the rail network. When the networks are close to saturation, a well designed schedule can make a significant difference in minimizing the delay. In urban areas like Los Angeles County, the trackage configurations are usually very complex, compared to rural areas where most trackage configurations are strictly single tracks with sidings or double tracks. A typical complex network contains multiple trackage configurations and complex junction intersections. The problem of finding the optimal
deadlock-free dispatch times that minimizes the delay for trains in such a general network is known to be NP-hard (Lu et al., 2004).

As opposed to passenger train scheduling, freight train scheduling needs a different approach. Passenger train schedules are relatively static and cyclic. The master schedule of passenger trains are normally developed several months before their execution, making passenger train scheduling less time restrictive. For freight train scheduling, the scheduling procedure is initiated very close to the time of the departure of train. In most cases, the departure times of a train is known just one day before its departure. And it is not unusual that freight trains depart without schedules beforehand. Hence, freight train scheduling focuses on both the solving time and the solution quality. The extra complexity of freight train scheduling also comes from the track configuration of the freight railways. The track configuration can consist of single track, double tracks and triple tracks. Normally each track does not have a dedicated direction. Whereas for networks dominated by passenger trains, most of the routes are double tracked with each track typically dedicated to a default travel direction, thus reducing the number of possible paths that a train can travel and subsequently the problem complexity.

There has been substantial prior work on train scheduling. Cordeau et al. (1998) published a comprehensive survey paper on both train routing and off-line scheduling. More recently, Caprara et al. (2006) presented a review on passenger railway optimization which focused more on the European environment where passenger trains dominate. On the other hand, Ahuja et al. (2005) reviewed network models for railroad planning and scheduling. Their review focused on the freight railroad in North America.

Kraay et al. (1991) consider a scheduling and pacing problem which minimizes both the fuel consumption and travel delays. Branch-and-bound and a rounding heuristic are proposed to solve the scheduling and pacing problem. Kraay and Harker (1995) propose a model to provide a link between tactical and operational scheduling. They propose a non-linear mixed integer programming model to optimize the freight train schedules in real-time. Carey and Lockwood (1995) describe a mathematical model to dispatch trains on a one-way single line with sidings and stations. A heuristic is proposed to solve the problem by dispatching trains one by one. Carey (1994a) extends the previous model by embedding a
route selection mechanism in the mathematical model. Carey (1994b) then further expands
the model to take two-way tracks into consideration.

Huntley et al. (1995) develop a system called computer-aided routing and scheduling
system (CARS) for CSX transportation. The system optimizes the routing and scheduling
problem interactively. The CARS system uses simulated annealing to perform a global search
on the minimum cost solution. Higgins et al. (1996) formulate a non-linear mixed integer
program to solve the scheduling problem on a long single-track line. The objective is to
minimize both the fuel consumption and overall tardiness.

Ping et al. (2001) use genetic algorithms to adjust the departure order of the trains on
a double track corridor. Simulation results of a case study on the Guangzhou-Shenzhen
high-speed railway are presented. Lu et al. (2004) introduce train acceleration and
deceleration rates into the scheduling model. The model also considers a very complex
trackage configuration with multi-tracks and complicated crossings. A simulation model is
developed and a greedy construction heuristic is used to dispatch the trains in the simulation
model.

Sahin et al. (2004) propose to model the train dispatching problem as a
multi-commodity flow problem on a space-time network. An integer programming based
heuristic is proposed to solve the problem. Dessouky et al. (2006) propose a branch and
bound procedure to solve the dispatching problem for a complex rail network. Adjacent
propagation and feasibility propagation is used to reduce the search space of the branch and
bound procedure. The branch and bound procedure is guaranteed to find the optimal solution.
However, the procedure assumes the path for each train (segment of tracks that a train
follows) is given.

Borndorfer et al. (2008) propose an integer programming formulation for the train
routing problem. They use additional “configuration” variables in the formulation and then
use column generation to solve large scale problems. Lusby et al. (2009) review recent
literature in the field of train routing, train timetabling, train dispatching and train platforming.
They identify that the conflict graph techniques are the most widely used models to determine
how the track capacity should be allocated to trains.

If the network is shared by both freight and passenger trains, it is possible that when it
is time to schedule the freight trains, there are already a large number of passenger trains that have been scheduled. Thus the freight trains have to be slotted among pre-scheduled passenger trains. Cacchiani et al. (2010) study this problem. They introduce an integer programming formulation and a Lagrangian heuristic based on this formulation. The heuristics introduced in our paper can also work for this type of scheduling problem. Since our heuristics are based on mathematical programming formulations, instead of having the paths, departing and arriving times of the passenger trains as variables to be optimized, we can fix the paths, departing and arriving times of the passenger trains in the formulation and let the paths, departing and arriving times of the freight trains be the only variables in the model.

In recent years, the real-time re-scheduling problem has received a great deal of attention. The real-time re-scheduling process is referred as train conflict detection and resolution (CDR) in the literature (Corman et al., 2010) and normally involves passenger trains. The difference between the CDR problem and the freight train scheduling problem is that for the CDR problem, a perfect schedule is given and the objective is to minimize the deviations from the schedule once disturbances occur in the network. D’Ariano et al. (2007) formulate the CDR problem as a huge job shop scheduling problem with no-store constraints. They make use of the alternative graph to solve the problem and the objective is to minimize the maximum secondary delay which is the path that has the longest length in the alternative graph. They then use a branch and bound approach to solve the problem. Tornquist and Persson (2007) formulate and solve the real-time CDR problem on a geographically large and fine-grained railway network. The authors formulate the problem as a MILP and propose four strategies for solving the problem. Corman et al. (2010) extend the work of D’Ariano et al. (2007) by using tabu search to re-route the trains in case of disturbances. Their primary objective of the CDR problem is also to minimize the maximum secondary delay of scheduled trains, and the secondary objective is to minimize the average secondary delay.

This paper focuses on developing optimization-based procedures for freight train scheduling on a complex train network. To date, most of the literature in the domain of optimization based procedures for operational scheduling focus on networks with various restrictions. Typical simplification includes pure single line railway configuration (Capra et
This paper explores optimization-based procedures for solving the scheduling problem on various sized mixed trackage networks without discretizing the time. The algorithms developed for the small to moderate size networks serve as benchmarking tools for the algorithms developed for larger networks. Then a decomposition approach utilizing the optimization-based heuristics developed for the small to moderate size network is used for solving large-scale rail networks. That is, the large problem is decomposed into smaller sub-problems and then the sub-problems are solved by the procedures proposed for the smaller networks. All developed algorithms are compared based on solution quality measured in terms of total train travel time and solution time.

The rest of the paper is organized as follows. Section 2 formally introduces the problem formulation of train scheduling. Section 3 describes our proposed heuristics for solving the train scheduling problem. Two existing heuristics are introduced as benchmark algorithms in Section 4. In Section 5, we compare the performance of the proposed algorithms with the performance of two existing algorithms. The conclusion of this research is described in Section 6.

2 Problem Formulation

2.1 Network Construction

The objective of operational scheduling for freight trains is to safely move each train from its origin to its destination as fast as possible so that the total delay of all the trains are minimized. The inputs to the scheduling problem are the network trackage configuration and the characteristics of each train (e.g. origin station, destination station, arrival time, train speed and length). The output of the train scheduling problem is a detailed set of instructions of train movements (e.g. the tracks each train travels on and when and where to stop for meet/pass). The constraints of the scheduling problem are that there should be no deadlocks in the network and the distance between the two trains satisfies the minimum headway requirement. In order to formulate the problem mathematically, the actual rail network needs
to be translated into nodes and arcs. The network construction method in Lu et al. (2004) is adopted. A node denotes a train track segment, a station or a junction. Different nodes could have different speed limits imposed on it. An arc denotes the linkage between nodes. Normally, the length of a junction node is zero, so is the arc element. Each track node has a capacity of one, which means there can only be one train occupying the track node at any time. And because of this capacity rule, the length of a track node should not be too long; otherwise the track resource cannot be fully utilized. A network construction of a portion of a typical complex railway is shown in Figure 1. (Dessouky et al. 2006)

![Network Construction Diagram](image)

**Figure 1 Network Construction**

The length of the train can be longer than the length of a node. Thus a train can occupy several nodes simultaneously. In reality, a train can travel at various speeds. The acceleration and deceleration rates depend on a number of factors like locomotive power, train weight and track slope. Lu et al. (2004) and Suteewong (2006) explicitly model the acceleration and deceleration rates of the train. However, in order to make the mathematical model plausible, we assume trains travel at their maximum speed. In all the following models, no speed limits are imposed on the nodes. Trains pass each node at its maximum speed. Also the train tracks are divided into nodes with length greater than the maximum length of all the trains. This ensures a single train can occupy at most two nodes at a time, while maintaining minimum headway clearance.

The schedule specifies the path each train takes and the arrival and departure times of each train on every node of the specified path. A path is the sequence of nodes to be traversed by the train, from its origin to its destination. Next we are going to introduce two
mathematical formulations of the scheduling problem. The first formulation assumes the path for each train is given and the second formulation treats the path of each train as variables of the model.

2.2 Fixed Path Formulation

The first model in the literature that we use for benchmarking purpose is the mixed integer programming model introduced by Dessouky et al. (2006). Carey and Lockwood (1995) develop a similar model which focuses on passenger railways. We refer the model formulated by Dessouky et al. (2006) as FixedPath, since the exact path of each train needs to be specified before solving the model. We now formally introduce the FixedPath model.

Notations:

\( Q \) : Set of all the trains to be scheduled

\( N \) : Set of all rail track nodes

\( S_q \) : Length of train \( q \), \( q \in Q, q = 1, 2, \ldots, |Q| \)

\( P_q \) : Path train \( q \) takes. Starts with train \( q \)'s origin node, \( n^0_q \), to train \( q \)'s destination node, \( n^z_q \). All the nodes train \( q \) will be traversing are:

\( \{n^0_q, n^1_q, \ldots, n^{\bar{P}_q} \} \), where \( n^0_q = n^0_q \) and \( n^\bar{P}_q = n^z_q \)

\( B_{q,g}^1 \) : The minimal travel time between train \( q \)'s head entering into node \( n_{q,g} \) and train \( q \)'s head leaving from node \( n_{q,g} \) to node \( n_{q,g+1} \)

\( B_{q,g}^2 \) : The minimal travel time between train \( q \)'s tail entering into node \( n_{q,g} \) and train \( q \)'s tail leaving node \( n_{q,g} \)

\( t^a_{q,g} \) : The time train \( q \)'s head arrives at node \( n_{q,g} \)

\( t^d_{q,g} \) : The time train \( q \)'s tail leaves from node \( n_{q,g} \)

\( \mu \) : Minimal safety headway between two consecutive trains

\( x_{q,q',k} \) : Binary variable indicates which train gets to pass node \( k \) first. 1: train
\( q_1 \) passes node \( k \) before train \( q_2 \). 0: train \( q_2 \) passes node \( k \) before train \( q_1 \).

**M:** An arbitrarily large number

\[
\begin{aligned}
&\text{Minimize:} & \sum_{q \in Q} t^a_q |v_q| \\
\text{s.t.:} & t^a_{q,g} + t^a_{q,g+1} \geq t^d_{q,g} + B^1_{q,g}, & \text{for all } q \in Q \text{ and } 1 \leq g \leq |P_q| - 1 \\
& t^d_{q,g} - t^a_{q,g+1} \geq B^2_{q,g} - B^1_{q,g}, & \text{for all } q \in Q \text{ and } 1 \leq g \leq |P_q| - 1 \\
& t^d_{q,g}|v_q| - t^a_{q,g}|v_q| \geq B^2_{q,g}|v_q|^\mu & \text{for all } q \in Q \\
& x_{q_1,q_2,k} M + t^a_{q_1,k} \geq t^d_{q_2,h} + \mu & \text{for all } q_1, q_2 \in Q \text{ and node } k = n_{q_1,k} = n_{q_2,h} \\
& (1-x_{q_1,q_2,h}) M + t^a_{q_1,k} \geq t^d_{q_2,h} + \mu & \text{for all } q_1, q_2 \in Q \text{ and node } k = n_{q_1,k} = n_{q_2,h} \\
& x_{q_1,q_2,k} = \{0,1\} & \text{for all } q_1, q_2 \in Q \text{ and } 1 \leq k \leq |N|
\end{aligned}
\]

The objective function (1) minimizes the sum of the arrival times of all trains at their destinations which is equal to the total delay of all the trains. Constraint (2) ensures the
minimum traveling time of the train on each track. The equal or greater sign makes it possible for a train to wait for its next required resource to be cleared. Constraint (3) ensures the minimum time a train needs to completely clear its previous occupied resource, after its head enters the next node. The deadlock avoidance mechanism is realized by constraints (5) and (6). These constraints together make sure that no more than one train can occupy the same node simultaneously. If train \( q_1 \) gets to pass node \( k \) before train \( q_2 \), the arrival time of \( q_2 \) at node \( k \) has to be equal to or greater than the departure time of \( q_1 \) from node \( k \) plus the safety headway of \( \mu \), and vice versa.

The FixedPath model can be used to solve the scheduling problem for any general network, as long as the length of each node is not shorter than the maximum length of each train. The formulation of FixedPath can be solved using a commercially available optimization solver like CPLEX. The major drawback of the FixedPath algorithm is, as its name suggests, the exact path of each train needs to be fixed and serves as the input to the model. However, the sequence of nodes a train travels is an important factor that can affect the delay of the trains. Thus the results obtained from this model are sub-optimal. To make this point clearer, suppose we have a single track network with one siding as shown in Figure 3.

![Simple network](image)

**Figure 3 Simple network**

Suppose trains travel in both directions, from ST1 to ST2 and from ST2 to ST1. In order to use FixedPath, for each train, we need to specify if this train uses siding C’ or not. There might be extra delays to switch from the main track to siding C’. Thus if there are no trains traveling in the opposite direction in the network, it is not optimal to dispatch the train to siding C’. On the other hand, if two trains are traveling on the network in opposite directions, one of them has to travel to the siding C’ to let the other train pass. Thus the optimal path a train should take depends on the travelling direction and location of the other
trains. Fixing the path before solving the scheduling problem can lead to a solution far from the global optimal solution. And if there are both slow and fast trains on the network, fixing the path might prevent the fast train, if it follows a slower train, from overtaking the slower train.

2.3 Flexible Path Formulation

A natural extension of the FixedPath formulation is to include the path selection mechanism into the model. Here we formulate an MIP model which is extended from FixedPath, called FlexiblePath. Carey (1994b) proposes a similar model, where \( x_{q_1,q_2,i} \) equals to 1 if and only if train \( q_1 \) immediately precedes train \( q_2 \) on node \( i \). In the FlexiblePath formulation, \( x_{q_1,q_2,i} \) equals to 1 when train \( q_1 \) precedes train \( q_2 \) on node \( i \), not necessarily immediately.

Let \( V \) denote the set of all junctions, where a junction is merging points of multi-tracks on the railway network. A new variable \( I \) is introduced in FlexiblePath. Suppose there are \( n \) nodes in the network, numbered from 1 to \( n \), respectively. \( a_{q,g} \) (\( d_{q,g} \)) indicate the arrival (departure) time of train \( q \) at (from) the \( g^{th} \) node on its path \( P \). In FlexiblePath, \( a_{q,i} \) (\( d_{q,i} \)) simply mean the arrival (departure) time of train \( q \) at (from) node \( i \). Variable \( I_{q,i} \) is a binary indicator variable with the following meaning:

\[
I_{q,i} = \begin{cases} 
1 & \text{if train } q \text{ travels on node } i \\
0 & \text{otherwise}
\end{cases}
\]

Let \( O_q \) and \( D_q \) denote the origin and destination nodes of train \( q \), respectively. Let \( e(v) \) and \( w(v) \), \( v \in V \), denote the set of nodes connected to junction \( v \) from the East and West direction, respectively (alternatively, it can refer to the North and South directions). Let \( \text{suc}(i,q) \) denote the set of nodes that are immediate successors of node \( i \) in the direction in which train \( q \) travels.

FlexiblePath formulation is as follows:
Constraint (9) ensures that each train starts at its planned origin and travels to its destination. Constraint (10) is the train flow conservation equation which is also the core of the path selection mechanism. The conservation equation states that a train entering a junction can travel to any track that emits out of the junction (e.g. in Figure 2, a train can travel on either track C or C' after track B). In order for this path selection mechanism to work properly, each track can only be traversed in one direction by a train whose traveling direction is given. This assumption holds in most real railway networks. However, for a more general network with possible cycles (Figure 4), even if the direction of the train is given (e.g., from station S1 to station S2), some tracks can be traversed in both directions (e.g., A-B-E-J-M-N and A-D-I-L-J-H-K-N are both possible paths and track J is traversed in both directions). Thus, the FlexiblePath formulation cannot work on this type of extremely
complex network. However, the FixedPath formulation and the heuristics we propose which are based on the FixedPath formulation can help generate a good schedule on these types of complex networks.

Constraint (11) states that if a train does not utilize track node $i$, then the arrival time and departure time of that train on node $i$ should be zero. Constraint (12) calculates the arrival time and departure time on track nodes along the path that the train travels. Constraint (14) is the deadlock avoidance constraint. In the formulation of FixedPath, variable $x_{q_1,q_2,i}$ only exists when both trains $q_1$ and $q_2$ have track node $i$ on their paths. Here in FlexiblePath, we have the variable $x_{q_1,q_2,i}$ for any $q_1$ and $q_2$ pair on every track node. If $x_{q_1,q_2,i}$ equals to 1, this means $q_1$ and $q_2$ both travel on node $i$ and $q_1$ gets to pass node $i$ before $q_2$. If $x_{q_1,q_2,i}$ equals to 0, either one of the two situations happen: at least one of the two trains does not travel on node $i$ or both $q_1$ and $q_2$ travel on node $i$ and $q_2$ passes node $i$ before $q_1$. Constraint (15) forces $x_{q_1,q_2,i}$ to be 0 when either or both trains do not travel on node $i$.

For the same scheduling problem, the formulation of FlexiblePath contains far more binary variables than that for FixedPath. Additional binary variables $I_{q,i}$ are introduced in the FlexiblePath formulation. The number of $x_{q_1,q_2,i}$ variables in the FlexiblePath formulation is much larger than the number of $x_{q_1,q_2,i}$ variables in the FixedPath formulation, because these variables in the FlexiblePath formulation exist for every train pair on every node and these variables in the FixedPath formulation only exist if train $q_1$ and $q_2$ are both
traveling on node $k$. Since we know the path for all the trains in the FixedPath formulation, we only need to introduce a limited number of $x_{ij_k}$ variables. Similarly, for the FlexiblePath formulation, we need variables of arrival and departure times of every train on every node. But for the FixedPath formulation, we only need variables of arrival and departure times of each train for nodes on its predetermined path. The solution computing time of FlexiblePath would be far greater than the time required for FixedPath. However a significant reduction of total delay might be achieved by incorporating the path selection mechanism of FlexiblePath. We now show the performance of both formulations by a computational experiment on an example network.

2.4 Experimental Results

In this sub-section, we compare the performances of the FixedPath and FlexiblePath formulations. Though the majority of the numerical experiments are shown in Section 5, we present some results to illustrate the tradeoff between solution quality and the solution CPU time for both formulations. Finding a better tradeoff between solution quality and solution time becomes the key motivation for our proposed algorithms.

The experiment is based on a portion of the real network in Los Angeles County (see Figure 5). The numbers in Figure 5 denote the lengths of the track components (in miles). The trains traveling from west to east arrive at point A and are routed to point D. For the other direction, the trains enter the network from point C and are routed to point B. From the preliminary computational experiments, we found that for this network, the maximum number of trains that FlexiblePath can solve optimally is four, given a solving time constraint of one hour of CPU time. Both formulations are tested under four scenarios. In each scenario, two trains travel in the eastbound direction and the other two trains travel in the westbound direction. The details of the four scenarios are listed in Table 1.
The parameters of the four scenarios ensure the computational experiments mimic the real situation as close as possible. The ready times of each train is uniformly distributed. Scenarios 1 and 2 have tighter schedules than scenarios 3 and 4. The uniform distribution \( U(0, 10) \) and \( U(0, 20) \) are chosen so that there is significant difference between scenarios 1,2 and scenarios 3,4, and trains in all four scenarios are not too dense nor too sparse. In reality, the maximum speed of a passenger train can be as high as 1.35 mile/minute, whereas the maximum speed of a freight train can be as low as 0.7 mile/minute. The four possible speeds (0.75, 1, 1.25 and 1.5) ensure trains travel at different speeds as they do in reality. The average speed difference in scenarios 2 and 4 is larger than the difference in scenarios 1 and 3. Also, in reality the trains have different lengths. Typical passenger and freight trains have lengths of 0.189 and 1.136 mile. These stochastic elements lead to different meet and pass situation between trains. Thus, the performances of FixedPath and FlexiblePath are fully assessed. A penalty time (denoted by \( p \)) of 0.5 minute is added for each time a train switches lines (e.g. a train switches to siding from the main line). This penalty time can be implemented by modifying constraint (5) of FlexiblePath and constraint (2) of FixedPath: if traveling from node \( i \) to node \( j \) involves switching of line, then \( t^s_{{q,i}} - t^s_{{q,j}} \geq B_{q,i}^l + p \).
In order to solve the scheduling problem using the FixedPath formulation, the path of each train needs to be specified as input to the model. The path selection for each train for this numerical example is shown in Figure 6. The logic behind this assignment is to keep the trains traveling as much as possible on the right hand side whereby minimizing the number of crossings. However the disadvantage with this approach is that faster trains may possibly follow a slower train.

![Figure 6 Path assignment for FixedPath model](image)

20 random samples are drawn for each scenario. For each sample, both the FixedPath and FlexiblePath formulations are used to solve the scheduling problem. The experiments are conducted on a Linux server with two 3.06 GHz Intel Xeon CPUs. The software used to solve the MIP problem is CPLEX 9.0. Table 2 summarizes the computational results. The results for each scenario are obtained by averaging the 20 samples.

The schedules from FlexiblePath are optimal schedules. According to Table 2, the FlexiblePath model generates schedules with significantly fewer train delay than for FixedPath. It is observed that the reduction in scenario 2 is greater than in scenario 1, and the reduction in scenario 4 is greater than in scenario 3. One intuitive explanation is that in scenarios 2 and 4, the differences between train speeds are greater than those in scenarios 1 and 3. Since FlexiblePath is able to schedule a faster train to pass a slower train, the reduction in the delay of the faster train is greater when there is greater difference between the speeds of the two trains. Also, if the network is less congested, there are more opportunities for a faster train to pass a slower train. Thus intuitively, the reduction in scenario 3 should be greater than the reduction in scenario 1, and the reduction in scenario 4 should be greater than scenario 2. In terms of computing time, FlexiblePath takes significantly more time than FixedPath.
Table 2 FlexiblePath V.S. FixedPath

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Total train delay under FixedPath (minute)</th>
<th>Total train delay under FlexiblePath (minute)</th>
<th>FixedPath delay /FlexiblePath delay</th>
<th>FixedPath CPU time (sec)</th>
<th>FlexiblePath CPU time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.00</td>
<td>7.53</td>
<td>1.594</td>
<td>0.02</td>
<td>256.68</td>
</tr>
<tr>
<td>2</td>
<td>12.91</td>
<td>7.64</td>
<td>1.690</td>
<td>0.02</td>
<td>214.82</td>
</tr>
<tr>
<td>3</td>
<td>10.50</td>
<td>6.48</td>
<td>1.620</td>
<td>0.02</td>
<td>351.94</td>
</tr>
<tr>
<td>4</td>
<td>12.25</td>
<td>6.47</td>
<td>1.893</td>
<td>0.02</td>
<td>280.49</td>
</tr>
</tbody>
</table>

3 Proposed Algorithms

3.1 LtdFlePath Algorithm

Since the number of integer variables increase exponentially as the number of trains increases. Using the FlexiblePath formulation, an optimal solution cannot be obtained within one hour of CPU time when the number of trains increases to 6 (3 in each direction) for the sample network. The FlexiblePath formulation tends to explore every possible path for each train. However not all paths are reasonable. For example, the path shown in Figure 7 is oddly formed, and in reality, it would never be reasonable to schedule a train on such a path. If only a subset of all possible paths is allowed to be explored, then the computing time can be significantly reduced. Still, which paths to use remains a question. We next propose a procedure to select a subset of the candidate paths. A model, similar to FlexiblePath, which only allows trains to take the candidate paths is constructed next. The new model is called LtdFlePath.

Figure 7 An example of a poorly constructed path

There are a total of 32 possible paths (16 in each direction) in the sample network in Figure 5. The criteria that we use to select the candidate paths are as follows:
- The sidings are placed in the network for the purpose of meet and pass. Thus it is important to leave the siding and the main line track beside the siding as options for every train to take.

- Trains should have freedom to traverse along any track lines of the double tracks or triple tracks without switching. This minimizes delay due to crossovers. In the sample network, for the double tracks between points P and Q, trains at point P (Q) could choose the upper or lower tracks and traverse all the way towards point Q (P) without switching.

- If switching between the double or triple tracks are allowed, the first possible track to switch along the train's travel direction should be considered. By doing so, trains traveling in the same direction but at different speeds, can make use of this switch to complete the pass as early as possible. In the example, the switch denoted by SW1 can be used by the trains traveling eastbound. Thus a faster train can take over a slower train and both trains can continue traveling on the lower line after SW1, leaving the upper line for the trains traveling westbound. Under the same logic, trains traveling westbound should be allowed to make use of SW2.

  Preliminary experiments show that, for the example network, limiting the number of paths to be under six makes it possible to solve the problem using the LtdFlePath model in a reasonable amount of time. Following the three proposed criterions for selecting candidate paths, for the example network, six paths (see Figure 8) for each direction are chosen to be possible paths for model LtdFlePath. This is a reduction of the 16 possible paths that a train can take in each direction.

  LtdFlePath is very similar to FlexiblePath. The only difference in the formulation is in constraint (2) in FlexiblePath. LtdFlePath modifies constraint (2) so that only the candidate paths are allowed.
3.2 Genetic Algorithm and Fixed Path Formulation

The previous analysis in Section 2 showed that once the paths of the trains are specified, the scheduling problem can be solved fairly quickly. The heuristic, called GA+FixedPath, uses genetic algorithm to evolve the population of the candidate paths. The FixedPath model is used to calculate the fitness values for each set of paths.

The first step in solving any problem by genetic algorithm is to define the genetic representation of the population, the chromosomes. In GA+FixedPath, the chromosome represents the set of paths used by the trains. All the possible paths are first numbered accordingly. For the example problem, there are a total of 16 possible paths in each direction. They are numbered from 1 to 16 (see Figure 9 for the numbering of the paths). Instead of using 0s and 1s to represent the chromosome, the chromosome of the GA+FixedPath model are formed by the numbers that represent the selected path for each train. For the case of six trains, a chromosome might look like: (2, 3, 2, 1, 10, 1). The meaning of this chromosome is that: train 1 takes path number 2; train 2 takes path number 3; train 3 takes path number 2 and so on. Given a chromosome, the FixedPath formulation can be used to solve the scheduling
problem. The returned delay is treated as the fitness value of this chromosome. Let P denote a single chromosome. The GA+FixedPath algorithm is described in the flowchart in Figure 10.

The initial population is randomly generated. However the paths do not have equal probability of being selected by a train. The probabilities are adjusted so that a common and reasonable path has a higher probability than an odd path (e.g., path 2 in the example network should be selected with a higher probability than path 8). Sample probabilities of each path being selected in the initial population are shown in Figure 9 for the sample network (the notation “w/p” stands for “with probability”). The basic idea behind the selection of this particular set of probabilities are: (1) paths 1, 2, 3 and 10 are common reasonable paths for both directions according to the previous selection criteria and the total probabilities of these four paths is set to 0.5, and (2) paths 11 and 12 are also reasonable paths according to the selection criteria and they have fewer switches as compared to paths 4 and 5 and thus these two paths are chosen with slightly higher probability than the rest of the paths. These probabilities are experimentally shown to be a good choice. Once the initial generation is created, the FixedPath formulation is used to obtain the fitness value of each population in the initial generation. After associating each population with a fitness value, the roulette wheel selection algorithm is used to select the parent chromosomes which will be used to produce the next generation. The roulette wheel selection algorithm assures the higher the fitness a chromosome has, the higher the chance it is selected.
The crossover operation is then applied to the parent chromosomes. Since the first half of the chromosome denotes the trains traveling in one direction and the second half of the chromosome denotes the trains traveling in the opposite direction, it is reasonable to use the single cut point crossover policy. The single cut point is made at the middle of the chromosome. Figure 11 shows an example of the crossover operation. The crossover operation is only carried out with a certain probability which is decided by the crossover ratio.

Figure 9 Numbering of the paths and their probabilities of being selected in the initial population (for both eastbound and westbound trains)
Randomly generate the initial population of Ps

Use the FixedPath formulation to calculate the fitness value of each population P

Use the roulette wheel selection rule to select candidates for the next generation’s population

Apply the crossover and mutation operator on the candidate population to obtain the next generation

Use the FixedPath formulation to calculate the fitness value of each population P

Has the termination criteria been reached?

No

Yes

Terminate

**Figure 10 GA+FixedPath Algorithm**

Parent 1 (2, 3, 2, 1, 10, 1) — Offspring 1 (2, 3, 2, 11, 1, 2)

Parent 2 (10, 1, 2, 11, 1, 2) — Offspring 2 (10, 1, 2, 1, 10, 1)

Before crossover — After crossover

**Figure 11 Example of crossover operator**
After the crossover operation, the mutation operation is carried out. The mutation operation mimics the process of human gene mutation. There is a chance (decided by a mutation ratio) that each path in a chromosome will mutate. The mutation ratio is normally set to a very low value (e.g. 0.1). A neighborhood set of paths is defined for each path. A specific path is only allowed to mutate into one of the paths in its neighborhood set. The neighborhood set of each path is composed of the paths that only slightly deviate from that path. To be more specific, the neighborhood set of path \( f \) contains paths that differ from path \( f \) by at most two switches (e.g., a neighborhood set of path 1 is path \{2, 10, 11, 12, 15, 16\}). In most cases, the chromosome is represented by 0s and 1s and the mutation operator normally changes 0 to 1 or vice versa. The mutations are supposed to only slightly change the current chromosome. By defining the neighborhood set for each path, this property is preserved in our algorithm. Figure 12 shows the effects of the mutation operation. The crossover operation and mutation operation are used to direct the search towards the area beyond the local optimum. The GA+FixedPath algorithm is terminated when the iteration number of the genetic algorithm reaches a pre-set value.

![Mutation Example](image)

**Figure 12 Example of mutation operator**

As the network gets larger, the problem size of the train scheduling problem increases exponentially. For relatively large networks, the global optimal solution is not computationally practical to obtain. And as the network grows to a certain scale, the LtdFlePath and GA+FixedPath algorithms will no longer be suitable to solve the train scheduling problem. However, these two algorithms will serve as the core procedures for our heuristic algorithms for larger networks. Next, we are going to introduce two heuristics which use the idea of decomposition.
3.3 Decomp Algorithm

The divide-and-conquer approach is an effective way of solving large complex problems. For the train scheduling problem, there can be two ways to decompose the problem.

- **Horizontal decomposition.** The rail network can be decomposed into several smaller sections. Local optimal schedules could be developed and then schedules on each smaller section are then integrated. The major challenge of horizontal decomposition is the integration step (e.g., the leaving time of a train in one section should match the arrival time of this train to the next adjacent section).

- **Vertical decomposition.** Instead of decomposing the large network into smaller sections, the trains to schedule can be grouped into clusters, according to the time the trains enter the network. Then a schedule can be developed for each cluster, assuming the network is occupied by the trains only from the current cluster. And the schedules of each cluster are then integrated.

Carey and Lockwood (1995) solve the train scheduling problem by dispatching the trains one by one, similar to the procedure carried out by a human dispatcher. This approach can be categorized as vertical decomposition. Next, we are going to introduce an algorithm, called Decomp algorithm, which is also based on the idea of vertical decomposition.

The train scheduling problem is basically a problem of determining the paths of each train on their routes (the \( I \) variables in the FlexiblePath formulation) and the sequence of the trains passing every track segment (the \( x \) variables in the FlexiblePath formulation). Before introducing the Decomp algorithm, some additional notation needs to be defined:

- \( tr_k \): The \( k \)th train entering the network, \( 1 \leq k \leq |Q| \)
- \( c \): The total number of clusters
- \( C_l \): The \( l \)th cluster of trains, \( 1 \leq l \leq c \)
- \( |C_l| \): The total number of trains in \( C_l \)
- \( s_l \): The total number of trains up to cluster \( l \). \( s_l = \sum_{m=1}^{l} |C_m| \)
Decomp Algorithm
Step 1: Decompose all the trains into clusters according to the entering time of the trains. \( C_l \) will contain trains \( tr_{k+1} \), \( tr_{k+2} \) up to \( tr_k \).

Step 2:
Let \( l = 1 \);
While \( (l < c+1) \) {
    Solve the scheduling problem (referred as sub-problem \( l \)) that only involves trains in clusters \( C_1, C_2, ..., C_l \);
    Save and fix the values of variables \( I_{q,i} \) and \( x_{q_1,q_2,i} \), where \( q, q_1, q_2 \in \cup(C_1, C_2, ..., C_l) \) and \( i \in N \), for the next iteration;
    \( l = l + 1 \);
}

The description of the Decomp algorithm (also illustrated in Figure 13) only serves as a general approach, there are two details that need to be decided.

1. **The cluster size.** The trade off between a large and small cluster size is very clear. The larger the cluster size is, the better the solution quality is. But the larger the cluster size is, the longer it takes to solve the sub-problem.

2. **Algorithm used to solve sub-problems.** Since the sub-problem itself is a smaller version of the train scheduling problem, there are many options in solving the problem. As the cluster size varies, the most suitable algorithm will change.

After solving sub-problem \( l \), the path of each train in clusters \( C_1, C_2, ..., C_l \) will be fixed, so will the sequence for those trains passing each track node. Solving sub-problem \( l \) involves determining the paths for the trains in cluster \( C_l \), the sequence of the trains in \( C_l \) passing every node, and the precedence relationship between trains in \( C_l \) and trains in \( C_1, C_2, ..., C_{l-1} \). Thus if every cluster has the same size, the problem size of the sub-problems continuously increases (e.g., it takes more time to solve sub-problem \( l+1 \) than sub-problem \( l \)).
3.4 Parallel Algorithm

The major drawback of the Decomp algorithm is that the problem size of the sub-problems continuously increases. To remedy this problem, now we present another algorithm, called Parallel, which is also based on the decomposition idea. The Parallel algorithm is designed to be less sensitive to the size of the problem.

Parallel algorithm

Step 1: Decompose all the trains into clusters $C_1, C_2, \ldots, C_c$, according to the entering time of the train. Let $l = 1$.

Using the determined paths and passing sequences of trains in clusters $C_1, C_2, \ldots, C_{l-1}$, solve the scheduling problem which involves trains in clusters $C_1, C_2, \ldots, C_l$. Save the paths and passing sequences of trains in $C_1, C_2, \ldots, C_l$ for the next step. Let $l = l + 1$.

Step 2:

Let $l = 1$;

While ($l \leq c$) {

Solve the scheduling problem (referred as sub-problem $l$) that only involves trains in cluster $C_l$;

Save and fix the values of variables $I_{q,d}$ and $x_{q_1,q_2,d}$, where $q, q_1, q_2 \in C_l$ and $i \in N$;
\[
l = l + 1;
\]
}
Step 3:
Use FixedPath formulation to solve the problem with all Q trains. The paths of each train are fixed as in the solution of Step 2. Some of the \( x \) variables are also fixed as follows:

1. For trains \( q_1 \) and \( q_2 \) belonging in the same cluster, \( x_{q_1q_2,l} \) is fixed as in the solution in Step 2, \( i \in N \)

2. If \( I_{q_1,l} = I_{q_2,l} = 1 \), set \( x_{q_1q_2,l} = 1 \) and \( x_{q_2q_1,l} = 0 \), where \( q_1 \in C_i \) and \( q_2 \in C_s \), \( s \geq l + 2 \), for \( l = 1, \ldots, c - 2 \) and \( s = 3, \ldots, c \).

Decompose all trains into clusters \( C_1, C_2 \ldots C_c \), according to the entering time of the train. Let \( l = 1 \).

\[
\text{Is } l < c + 1? \\
\text{Yes} \\
\text{No} \\
\]

Solve the scheduling problem that only involves trains in cluster \( C_l \). Save and fix the paths and passing sequences of these trains. Let \( l = l + 1 \).

Use FixedPath formulation to optimally solve the problems with trains in all clusters, using the determined paths and passing sequences of trains.

**Figure 14 Parallel algorithm**

The Parallel algorithm is also illustrated in Figure 14. The main distinction between Step 2 of the Parallel algorithm and the Decomp algorithm is that the Parallel algorithm involves sub-problems that are independent of each other (i.e., when determining the paths for the trains in cluster \( C_2 \), the Parallel algorithm does not consider the paths for the trains in \( C_1 \), whereas the Decomp algorithm considers them). The major drawback in terms of the computation time for the Decomp algorithm is that the sizes of the sub-problems continuously increase. The Parallel algorithm does not have this drawback; every
sub-problem is of the same size, if the cluster sizes are the same.

The algorithm is called Parallel, because in Step 2, a total number of \( c \) sub-problems are solved independently, thus all the sub-problems can be solved in parallel. Nowadays, most CPUs in personal computers have multiple processing cores. By solving the problem in parallel, the computation time of Step 2 can be reduced by a factor of the number of CPU cores.

Step 2 determines the paths of each train. Step 3 involves solving a scheduling problem where the path of each train is given. However, given a relatively large network and large number of trains, the FixedPath formulation can not solve Step 3 efficiently without pre-fixing some of the \( x \) variables. The precedence rules for trains in the same cluster are pre-fixed as the solution in Step 2. Also, to further reduce the solution space, the trains in cluster \( l \) have precedence on every track node over all the trains in clusters \( l+2, l+3, \ldots, c \). So, in Step 3, the FixedPath formulation is used to only determine the precedence rule between trains in adjacent clusters.

In expectation, the Parallel algorithm runs faster than the Decomp algorithm, but generates a schedule with higher delays.

### 4 Benchmark algorithms

In order to have a better idea of the performance of the proposed algorithms, we are going to introduce two existing heuristics, one based on a simple insertion procedure while the other based on a genetic algorithm approach, that we later use as benchmark algorithms for freight train scheduling. These two particular procedures are chosen because they have exactly the same objective as our problem and are intended for the same operational conditions as our model (e.g. mixed trackage, freight train and long train lengths). Other train scheduling algorithms that mainly focus on passenger trains either have a different objective function or a different representation of the railway network (i.e. much shorter node length because passenger trains are much shorter than freight trains). Furthermore, in the literature the insertion and meta-heuristics approaches are common methods to solve moderate to large
scale train scheduling problems (Ping et al., 2001; Corman et al., 2010).

4.1 Pure Genetic Algorithm

Suteewong (2006) introduces a genetic algorithm to solve the train scheduling problem (referred as PureGA algorithm). While the GA+FixedPath uses genetic algorithm to evolve the paths of trains, the PureGA algorithm not only evolves the paths of each train but also the precedence rules among the trains.

In PureGA algorithm, there are two types of chromosomes. One represents the \( x_{q_1,q_2,i} \) variable and the other represents the \( I_{q,i} \) variable. \( x_{q_1,q_2,i} \) controls the order of trains passing through a certain track node. \( I_{q,i} \) equals 1 if train \( q \) passes on track \( i \) and 0 otherwise. The chromosome of \( x_{q_1,q_2,i} \) is a three-dimensional matrix whose size is \( n \times n \times m \), where \( n \) is the total number of trains and \( m \) is the total number of track nodes. \( I_{q,i} \) has a representation that is a two-dimensional matrix whose dimension is \( n \times m \). The procedure of the PureGA algorithm is as below:

1. Randomly generate an initial population for the \( x_{q_1,q_2,i} \) and \( I_{q,i} \).
2. Calculate the objective function for each population.
3. Use the roulette wheel selection rule to select the parent chromosomes and then use the crossover and mutation operators.
4. Obtain a new population for the \( x_{q_1,q_2,i} \) and \( I_{q,i} \) binary variables. Replace the previous \( x_{q_1,q_2,i} \) and \( I_{q,i} \) with the new ones. Evaluate the new objective function.
5. Check the termination criteria. If it is met, terminate with the solution. Otherwise, repeat step (3) through (5).

The \( x \) and \( I \) variables are correlated. As we stated in FlexiblePath, \( x_{q_1,q_2,i} \) is only meaningful if \( I_{q_1,i} \) and \( I_{q_2,i} \) are both 1 (e.g. both trains \( q_1 \) and \( q_2 \) pass node \( i \)). This correlation complicates the process of evolution of the chromosomes. Before the fitness value of each population is assessed, a *Repairing Algorithm* needs to be applied to assure the
consistency between $X$ and $I$ variables. The Travel Time for Node Algorithm (TTN) is
developed to determine the travel time for each individual node of a particular train. Another
algorithm called Deadlock Prevention Algorithm, which has TTN embedded in it as a
subroutine, is also developed. Given the new population of the $x$ and $I$ variables, the
Repairing Algorithm is first applied, and then the Deadlock Prevention Algorithm is applied
to return a deadlock-free schedule based on the $x$ and $I$ variables. The PureGA algorithm, not
like the GA+FixedPath algorithm, is not based on a mixed integer programming model. As
we will later see, in general, the PureGA algorithm runs faster than GA+FixedPath. But in
terms of solution quality, the GA+FixedPath outperforms the PureGA algorithm.

4.2 Greedy Algorithm

Lu et al. (2004) proposes a construction heuristic to schedule the trains. We call this
algorithm, Greedy, since the construction heuristic is a one-step look-ahead algorithm. The
Greedy algorithm is developed from a simple deadlock-free routing algorithm (call it
FreePath) which allows a train to move to a successor node if all the nodes and arcs between
the current position of the train and its destination are available. However, the Greedy
algorithm differs from the FreePath algorithm in the way that it dispatches the train through a
successor node $j$ as long as there is an available buffer that passes through node $j$. A buffer
between node $i$ and node $j$ is defined to be a set of nodes connected as a chain between node $i$
and node $j$. In the simple network in Figure 15, the FreePath algorithm would hold train $A$
until train $B$ reaches station ST1. But the Greedy algorithm would not stop train $A$ since there
is a siding, which is considered as a buffer, between train $A$ and $B$.

![Figure 15 Greedy algorithm](image)

When there are multiple available successor nodes for train $q$, the best available
successor node is chosen according to the following factors:
1. The maximum priority difference between the current train and the immediate successor train running in the same direction if one exists.

2. The maximal number of trains running in the same direction along the path from the successor node to the train’s destination node.

3. The minimum travel time for the current train from the successor node to the current train’s destination node assuming there is no downstream conflicting traffic ahead of the current train.

The computing time of the Greedy algorithm is negligible even for relatively large scale problems. It is the fastest among all the algorithms introduced. And it is not surprising to see that it produces a schedule with the largest train delays.

5 Experimental results

In this section, we compare the performance of the proposed algorithms and benchmark algorithms in three sample networks. The purpose of the numerical experiments is to illustrate the tradeoff between the solution quality and solution CPU time for each algorithm.

5.1 Small network

In Section 2, we compare the FixedPath formulation and FlexiblePath formulation for the scenarios of 4 trains in the sample network. Next we present the results of the LtdFlePath, GA+FixedPath, PureGA and Greedy algorithm for the same scenarios as in Section 2. Though this sample network is relatively small, computational results on this network provides us valuable insights on how far the schedules generated by our heuristic algorithms are from the optimal schedule (e.g. generated by FlexiblePath model). Also, these comparisons serve to show which heuristic (LtdFlePath and GA+FixedPath) should be used to solve the sub-problems of the Decomp and Parallel algorithm. The Decomp and Parallel algorithms are designed to work with large number of trains thus are not included in this
comparison. The results for scenarios of four trains are shown in Table 3 and 4.

Table 3 Computational results (4 trains)

<table>
<thead>
<tr>
<th>4 trains</th>
<th>FlexiblePath</th>
<th>LtdFlePath</th>
<th>GA+FixedPath</th>
<th>PureGA</th>
<th>FixedPath</th>
<th>Greedy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( CPU time (seconds) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario 1</td>
<td>7.53 (256.68)</td>
<td>7.89 (3.05)</td>
<td>9.11 (17.08)</td>
<td>9.84 (0.86)</td>
<td>12.00 (0.02)</td>
<td>22.09 (negligible)</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>7.64 (214.82)</td>
<td>7.82 (2.53)</td>
<td>8.78 (13.21)</td>
<td>10.20 (0.95)</td>
<td>12.91 (0.02)</td>
<td>28.75 (negligible)</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>6.48 (351.94)</td>
<td>6.63 (2.70)</td>
<td>7.73 (13.79)</td>
<td>8.19 (0.95)</td>
<td>10.50 (0.02)</td>
<td>19.57 (negligible)</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>6.47 (280.49)</td>
<td>6.76 (2.27)</td>
<td>8.15 (13.10)</td>
<td>8.53 (0.73)</td>
<td>12.25 (0.02)</td>
<td>24.31 (negligible)</td>
</tr>
</tbody>
</table>

Table 4 Comparisons of total delay

<table>
<thead>
<tr>
<th>4 trains</th>
<th>LtdFlePath</th>
<th>GA+FixedPath</th>
<th>PureGA</th>
<th>FixedPath</th>
<th>Greedy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>/FlexiblePath</td>
<td>/FlexiblePath</td>
<td>/FlexiblePath</td>
<td>/FlexiblePath</td>
<td>/FlexiblePath</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>1.048</td>
<td>1.210</td>
<td>1.307</td>
<td>1.594</td>
<td>2.934</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>1.024</td>
<td>1.149</td>
<td>1.335</td>
<td>1.690</td>
<td>3.763</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>1.023</td>
<td>1.193</td>
<td>1.264</td>
<td>1.620</td>
<td>3.020</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>1.045</td>
<td>1.260</td>
<td>1.318</td>
<td>1.893</td>
<td>3.757</td>
</tr>
</tbody>
</table>

Though the schedules produced by LtdFlePath are not guaranteed to be globally optimal, they are expected to be very close to the results from FlexiblePath. From Table 3 and 4, it is observed that in the case of four trains, the LtdFlePath is able to produce results that are within 5% of the global optimal solutions. Most importantly, the LtdFlePath model significantly reduces the CPU time, as compared to FlexiblePath.

Various settings of the crossover and mutation rate of the GA+FixedPath algorithm are tested, the algorithm performs the best when crossover rate is 0.7 and the mutation rate is 0.1. The maximum number of iterations before termination is set to be 40. And the population size is 30. The solution quality of GA+FixedPath is much better than the one from FixedPath. The genetic algorithm is able to find a fairly good path assignment for the trains in a short
time. The GA+FixedPath would be able to solve the scheduling problem when the size of the problem further increases. The CPU solution time of GA+FixedPath algorithm is less sensitive to the size of the problem compared to the LtdFlePath algorithm. As the number of trains increases, GA+FixedPath algorithm would become more advantageous in terms of solution time.

For the PureGA algorithm, the crossover and mutation rates are 0.6 and 0.1, respectively. The population size is set to be 50 and the maximum iteration number is set to be 100. From the results, we can see that the PureGA algorithm is outperformed by the GA+FixedPath algorithm in terms of solution quality. This is because that given a specific path assignment, the GA+FixedPath returns the optimal schedule for this path assignment.

The Greedy algorithm performs the worst in terms of solution quality, but it is the computationally fastest algorithm. Even when the number of trains is small, there is a significant gap in terms of solution quality between the Greedy Algorithm and the optimal algorithms.

Now we increase the number of trains in the example network to six. A similar set of scenarios (see Table 5) are created to compare the performance of the proposed and benchmark algorithms. The train ready times are generated according to a uniform distribution over a larger interval than the previous scenarios. One point to note, though the total number of trains may not seem large, six trains will be running on the 18.73 miles long network simultaneously. This network scenario is actually relatively congested compared to real freight train networks. The FlexiblePath algorithm cannot generate the schedule within one hour of CPU time, thus is left out for the comparison.

Table 5 Description of scenarios (6 trains)

<table>
<thead>
<tr>
<th>6 trains</th>
<th>Train ready time (minute)</th>
<th>Train speed (miles/min)</th>
<th>Train length (mile)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Uniform(0,20)</td>
<td>0.75, 1, 1.25 and 1.5 (equally likely)</td>
<td>0.189 and 1.136 (equally likely)</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Uniform(0,20)</td>
<td>0.75 and 1.5 (equally likely)</td>
<td>0.189 and 1.136 (equally likely)</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Uniform(0,40)</td>
<td>0.75, 1, 1.25 and 1.5 (equally likely)</td>
<td>0.189 and 1.136 (equally likely)</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Uniform(0,40)</td>
<td>0.75 and 1.5 (equally likely)</td>
<td>0.189 and 1.136 (equally likely)</td>
</tr>
</tbody>
</table>
The experimental results are shown in Tables 6 and 7. The LtdFlePath formulation does not necessarily return the global optimal solution, but it was previously shown to perform very closely to the FlexiblePath formulation. As the results show, solutions from FixedPath can be far from optimal. However the LtdFlePath model takes much more CPU time than the FixedPath to generate a solution. The GA+FixedPath algorithm is able to find a fairly good path assignment for the trains in a much shorter time compared to the computing time of LtdFlePath; however the solution quality of GA+FixedPath algorithm is worse than the one of LtdFlePath algorithm. The PureGA algorithm is faster than the GA+FixedPath algorithm but it generates a schedule with larger delays compared to GA+FixedPath algorithm.

As previously pointed out, the train density of the last numerical example (six trains
on an 18.73-mile long network) is considered to be rather high. Now we would like to further increase the number of the trains from six to eight. The ready times are sampled from uniform distributions from larger intervals ((0,25), (0,50)) (Table 8) than the previous scenarios. As the train number increases, the integer variables in LtdFlePath increases exponentially, thus making it unable to solve the problem in a reasonable amount of time. The performances of the four algorithms are compared and the results are shown in Table 9.

**Table 8 Description of scenarios (8 trains)**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Train ready time (minute)</th>
<th>Train speed (miles/min)</th>
<th>Train length (mile)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Uniform(0,25)</td>
<td>0.75, 1, 1.25 and 1.5 (equally likely)</td>
<td>0.189 and 1.136 (equally likely)</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Uniform(0,25)</td>
<td>0.75 and 1.5 (equally likely)</td>
<td>0.189 and 1.136 (equally likely)</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Uniform(0,50)</td>
<td>0.75, 1, 1.25 and 1.5 (equally likely)</td>
<td>0.189 and 1.136 (equally likely)</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Uniform(0,50)</td>
<td>0.75 and 1.5 (equally likely)</td>
<td>0.189 and 1.136 (equally likely)</td>
</tr>
</tbody>
</table>

The GA+FixedPath algorithm requires a significant amount of computing time, compared to the other three approaches. The long computing time is justified by its solution quality. The PureGA tends to work well when the number of trains is small. As the number of trains increases, the solution quality of PureGA gradually approaches to that of the FixedPath algorithm.

**Table 9 Computational results (8 trains)**

<table>
<thead>
<tr>
<th>8 trains</th>
<th>Total Delay (minutes)</th>
<th>CPU time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FixedPath</td>
<td>GA+FixedPath</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>33.97 (0.55)</td>
<td>30.53 (418.62)</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>56.97 (0.69)</td>
<td>48.64 (410.26)</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>35.19 (0.16)</td>
<td>26.29 (215.25)</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>42.61 (0.23)</td>
<td>34.79 (293.67)</td>
</tr>
</tbody>
</table>
5.2 Medium network

Now we would like to introduce a medium size network which is a portion of the network of the area of downtown Los Angeles. This sample network is 33.86 miles long and is a mixture of double-track and triple-track segments. The trackage configuration of this sample network is shown in Appendix A. There are six stations in this network. Trains travelling eastbound depart from station A and travel to either station C (e.g. a short route) or station E (e.g. a long route). Trains travelling westbound depart from station F and travel to either station D (e.g. a short route) or station B (e.g. a long route). The time interval between two consecutive trains in the same direction is assumed to be uniformly distributed between 8 and 10 minutes. The train speed is equally likely to be 0.75, 1, 1.25 and 1.5 miles/minute and the length of each train is equally likely to be 0.189 and 1.136 miles. Each train is going to take the long route with probability 0.7 and the short route with probability 0.3.

For this network the LtdFlePath and GA+FixedPath algorithms themselves are unable to generate a schedule within a reasonable amount of time. We focus on demonstrating the performance of the Decomp and Parallel algorithms in this section.

For Decomp and Parallel algorithms, we have to determine the algorithm to solve the sub-problems. If the LtdFlePath formulation is used to solve the sub-problems of the Decomp and Parallel algorithms, the cluster size of 6 is found to be reasonable. If the GA+FixedPath algorithm (population size: 20; crossover rate: 0.7; mutation rate: 0.1; maximum number of iterations: 10) is used to solve the sub-problems, the cluster size is chosen to be fixed at 10 and 14 for the Decomp and Parallel algorithms, respectively. The cluster size of 14 for the Parallel algorithm is bigger than the one used in the Decomp algorithm. The reason being that the size of the sub-problem is constant for the Parallel algorithm, using a bigger cluster will not result in intractable sub-problems. We want the cluster size to be as big as possible while keeping the sub-problems solvable in a reasonable time duration. The server we used to conduct our experiments has two CPU cores. Thus the sub-problems of the Parallel algorithm can be solved in parallel, two problems at a time.

We first show the sensitivity analysis of the cluster size. Table 10 shows the effects of the different cluster sizes of the Decomp algorithm (using GA+FixedPath algorithm to solve
the sub-problems) in terms of solution quality and CPU times. For the case of 24 trains, we can decompose the trains in three ways: (1) cluster size of 8: (8, 8, 8), (2) cluster size of 10: (10, 10, 4), and (3) cluster size of 12: (12, 12). The result shows that the larger the cluster size is, the better the solution quality and the longer the solution time is. For a balance between solution quality and solution time, the cluster size is chosen to be fixed at 10 for the Decomp algorithm if the GA+FixedPath algorithm is used to solve the sub-problems.

Table 10 Effects of different cluster size (24 trains)

<table>
<thead>
<tr>
<th>Cluster size of 8</th>
<th>Cluster size of 10</th>
<th>Cluster size of 12</th>
<th>Cluster size of 8</th>
<th>Cluster size of 10</th>
<th>Cluster size of 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>37.09</td>
<td>33.61</td>
<td>31.87</td>
<td>250.32</td>
<td>340.21</td>
<td>865.21</td>
</tr>
</tbody>
</table>

The PureGA and Greedy algorithms are the only two other algorithms introduced that could, in a reasonable time duration, solve this particular example without modifications. Thus the results from the Decomp and Parallel algorithm are benchmarked against the PureGA and Greedy algorithms. The results based on 10 random samples for each scenario are shown in Table 11. We first start with 10 trains and gradually increase to 60 trains. The Decomp algorithm (using GA+FixedPath formulation) is able to solve the problem with up to 60 trains within a reasonable amount of time (e.g. one hour of CPU time).

Table 11 Computational results (medium network, 30 – 60 trains)

<table>
<thead>
<tr>
<th>Number of trains</th>
<th>Total Delay (minutes)</th>
<th>CPU time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Comp (LdFlePath)</td>
<td>Parallel (LdFlePath)</td>
</tr>
<tr>
<td>10 trains</td>
<td>9.70 (601.67)</td>
<td>11.81 (400.01)</td>
</tr>
<tr>
<td>20 trains</td>
<td>20.37 (1600.54)</td>
<td>28.77 (881.55)</td>
</tr>
<tr>
<td>30 trains</td>
<td>- (1599.40)</td>
<td>59.56 (432.98)</td>
</tr>
<tr>
<td>40 trains</td>
<td>- (1014.14)</td>
<td>- (204.49)</td>
</tr>
<tr>
<td>50 trains</td>
<td>- (2414.65)</td>
<td>- (408.24)</td>
</tr>
<tr>
<td>60 trains</td>
<td>- (3365.21)</td>
<td>- (540.32)</td>
</tr>
</tbody>
</table>
The relative performances between PureGA and Greedy are consistent with their performances in the previous example network. By using the LtdFlePath formulation to solve the sub-problems, we are only able to solve up to 20 and 30 trains for the Decomp and Parallel algorithms, respectively. The Decomp and Parallel algorithms using the LtdFlePath formulation return better results than the Decomp and Parallel algorithms using the GA+FixedPath algorithm for the case of 10 and 20 trains. For the case of 30 trains, it is interesting to see that the Parallel algorithm using the LtdFlePath formulation returns no better result than the Decomp and Parallel algorithm using GA+FixedPath algorithm. The explanation of this is that the cluster size of the Parallel algorithm using the LtdFlePath formulation is much smaller than the Decomp and Parallel algorithm using the GA+FixedPath algorithm.

Overall, the Decomp and Parallel algorithm achieves a much smaller delay than the PureGA and Greedy algorithms. The Decomp algorithm returns a better solution than the Parallel algorithm does. However because of the ways the sub-problems are integrated, the Decomp algorithm takes significantly more time to solve the problem than the Parallel algorithm.

5.3 Large Network

Now we move to a larger sample network, to be more specific, a 49.3-mile long network from Indio, CA to Colton, CA. The trackage configuration of this network is shown in Appendix B. The time interval between two consecutive trains in the same direction is assumed to be uniformly distributed between 14 and 16 minutes. The train speed and train length are generated as before.

For the Decomp and Parallel algorithm, the cluster size is chosen to be fixed at 6 and 10 (except for the last cluster), respectively. The GA+FixedPath algorithm is used to solve the sub-problems for both algorithms.

The results based on 20 random samples for each scenario are shown in Table 12. We first start with 10 trains and gradually increase to 24 trains. The Decomp algorithm is able to solve the problem with up to 24 trains within a reasonable amount of time.
Table 12 Computational results (large network, 10 – 24 trains)

<table>
<thead>
<tr>
<th>Total Delay (minutes)</th>
<th>Comparison (minutes/minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Decomp</td>
</tr>
<tr>
<td>10 trains</td>
<td></td>
</tr>
<tr>
<td>10 trains</td>
<td>48.44</td>
</tr>
<tr>
<td></td>
<td>(217.9)</td>
</tr>
<tr>
<td>12 trains</td>
<td>52.41</td>
</tr>
<tr>
<td></td>
<td>(298.0)</td>
</tr>
<tr>
<td>14 trains</td>
<td>66.92</td>
</tr>
<tr>
<td></td>
<td>(497.6)</td>
</tr>
<tr>
<td>16 trains</td>
<td>74.96</td>
</tr>
<tr>
<td></td>
<td>(716.6)</td>
</tr>
<tr>
<td>18 trains</td>
<td>94.23</td>
</tr>
<tr>
<td></td>
<td>(1155.5)</td>
</tr>
<tr>
<td>20 trains</td>
<td>87.40</td>
</tr>
<tr>
<td></td>
<td>(1518.5)</td>
</tr>
<tr>
<td>22 trains</td>
<td>100.55</td>
</tr>
<tr>
<td></td>
<td>(1992.0)</td>
</tr>
<tr>
<td>24 trains</td>
<td>112.28</td>
</tr>
<tr>
<td></td>
<td>(4658.9)</td>
</tr>
</tbody>
</table>

For the Decomp algorithm, though the problem is decomposed into smaller problems, the sizes of the sub-problems are not constant. For the case of 18 trains, the average CPU times to solve sub-problems 1, 2 and 3 are 43.38, 368.69 and 743.25 seconds, respectively. As expected, the solution quality of the Parallel algorithm is worse than the one for the Decomp algorithm, since the sub-problems are solved independently. However, the solution time of the Parallel algorithm is less. And when the number of trains increases, the gap between the solution times becomes significant.

Table 13 shows the experimental results of the Parallel algorithm for scenarios of 30 and 40 trains. For 30 and 40 trains, neither the Decomp nor PureGA algorithm could solve the problem in a reasonable amount of time.
### Table 13 Computational results (large network, 30 and 40 trains)

<table>
<thead>
<tr>
<th></th>
<th>Total Delay (minutes)</th>
<th>Comparison</th>
<th>CPU Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Parallel Greedy</td>
<td>Greedy/Parallel</td>
<td>Parallel Greedy</td>
</tr>
<tr>
<td>30 trains</td>
<td>182.29</td>
<td>251.79</td>
<td>1.38</td>
</tr>
<tr>
<td>40 trains</td>
<td>279.60</td>
<td>333.81</td>
<td>1.19</td>
</tr>
</tbody>
</table>

### 6 Conclusion

According to a study conducted by the Association of American Railroads, trains move about 40% of all freight in the US. And the demand for rail transportation will increase rapidly in the near future. Given the fact that the freight railway industry is already running without much excess capacity, better planning and scheduling tools are needed to effectively manage the scarce resources, in order to cope with the rapidly increasing demand for railway transportation. Train scheduling and dispatching is one important sub-problem of the freight railroad management problem. In this paper, we propose optimization-based heuristics for the scheduling of freight trains. We first introduce exact methods for solving the train scheduling problem. Then we present few heuristics which can significantly reduce the solution time of the exact methods, yet produce a satisfactory solution quality. We also compare our heuristics with two existing procedures. Our heuristics are able to produce better solutions in terms of minimizing delay, in a reasonable amount of time. For moderate size networks, the GA+Fixed Path algorithm generates the best schedules which balance the quality of the solution, in terms of minimizing delay, with the solution computational time; while for larger networks, the Decomp algorithm performs best.
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Appendix A: Trackage configuration of medium network
Appendix B: Trackage configuration of rail network from Indio, CA to Colton, CA (large network)

Colton station

| 0 | 1.6 | 8.2 |

Indio station

| 44.95 | 47.45 | 49.3 |