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Abstract

In order to improve service reliability, many transit agencies add a significant amount of slack in the schedule. However, too much slack in the schedule reduces service frequency. We study the problem of determining the optimal slack that minimizes the passengers’ expected waiting times under schedule-based control. By associating with a $D/G/c$ queue model, we show that the system is stable if slack is added in the schedule. For a single-bus loop transit network, we derive convexity of mean and variance of bus delays and provide an exact solution if the travel time is exponentially distributed. For the case of multiple buses and other travel time distributions, we provide several approximation approaches and compare them to simulation results. The simulation results show that our approximations are good for interval of appropriate slack, which often contains the optimal value.
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INTRODUCTION

Many transit systems operate under a schedule-based control strategy. In such a transit system, a bus at a checkpoint stop can be dispatched only at the scheduled departure time or after the embarkation process if it is behind schedule. That is, no early departures are allowed at the checkpoints. A schedule-based transit system provides a great convenience to those passengers who like to be aware of the schedule. In addition, for those passengers who arrive at stops randomly, their waiting time depends on both mean and variance of headways (Osuna and Newell, 1972). An appropriate schedule can reduce the variation of headways significantly while only slightly increasing the average headway.

There has been extensive research on controlling transit vehicles traveling along a single line. In routes providing frequent service (headways of 10 minutes or less), the objective in schedule control is largely to ensure consistency in headways (time separation between vehicle arrivals or departures). Customers on short-headway lines typically do not consult schedules before arriving at their stops, and therefore arrival patterns are reasonably stationary relative to the schedule. Second, as demonstrated in Osuna and Newell (1972), average waiting time increases with the square of the coefficient of variation in the headway. In fact, waiting time can be worse than the Poisson case, as vehicles on frequent lines have a tendency to bunch. Headways on very frequent lines are inherently unstable: when a bus falls slightly behind schedule, it tends to pick up more passengers, causing it to slow further, until it eventually bunches with the trailing bus (Newell, 1974; Barnett, 1974; Barnett, 1978; Turnquist, 1978). This effect
can be mitigated, to some degree, by slowing down a trailing bus when it is catching up with the preceding bus. However, the added delay for passengers already on the trailing bus limits the applicability of this (and other) control strategy, except at the very start of lines.

The behavior of infrequent lines differs substantially from frequent lines. Customers generally do consult schedules, making arrival patterns non-stationary. Therefore, waiting time is not defined by the headway, but instead by the random deviations in the bus arrivals at the stop, along with the customer’s selected arrival time relative to the schedule. Finally, because late buses generally do not pick up additional passengers, schedules tend to be much more stable. As demonstrated in Dessouky et al. (1999), these attributes, combined with slack time inserted in the schedule, lead to schedule stability. Drivers also have an incentive to catch up to the schedule since most transit agencies penalize them for being excessively late.

One of the essential tasks for a schedule-based transit system is setting the departure schedules. Naturally, transit planners add slack times when making a schedule. The slack time is the difference between the scheduled and the actual expected travel times. The amount of slack can greatly affect the service quality. If the slack time is insufficient, buses are unlikely able to catch the schedule when they fall behind, thus deteriorating the service reliability. Alternatively, a large slack time reduces the service frequency, which may also cause inconvenience to passengers. Therefore, determining the optimal slack time that minimizes the passengers’ expected waiting time involves a tradeoff between the service reliability and the service frequency.
Several researchers have studied schedule-based transit operations. Bowman and Turnquist (1981) developed a model representing passenger arrival times at a bus stop as the outcome of a choice process, which is sensitive to both service frequency and service reliability. The model was constructed based on utility functions and was calibrated by empirical data. Carey (1994) performed a comprehensive study on a schedule-based transit system. He derived a set of integral equations to describe the arrival and departure time distributions and formulated the objective function as a combination of cost of travel and cost of deviation from schedule. He pointed out that the optimal schedule problem could then be solved numerically. However, his work was only partly analytical because his main concern was to demonstrate the feasibility of the modeling approach rather than solving the problem. Dessouky et al. (1999) analyzed empirical data collected by the Los Angeles County/Metropolitan Transit Agency. They observed a slack ratio (slack time / scheduled travel time) of 0.25 on three bus routes converging in the downtown area of Los Angeles.

Although slack is added to the schedule, there is a lack of analytical models in the literature to guide transit planners in setting the appropriate slack levels. In this paper, we develop an analytical model to determine the optimal slack time that minimizes the passengers’ expected waiting time. We provide an exact solution for a single-bus loop transit network with exponentially distributed travel time. For the case of multiple buses and other travel time distributions, we provide approximation approaches and compare them to simulation results.
1. Optimal Slack Time Problem for Schedule-Based Transit Systems

The transit system that we consider in this paper consists of a single loop with a single checkpoint and there are $N$ buses repeatedly running along the loop. Schedule-based control is used at the checkpoint where buses either depart on schedule or after the schedule if they arrive late to the checkpoint. (In Section 5, we extend the model to consider multiple checkpoints).

We assume the roundtrip travel times $RT_{k,i}$, where the subscripts $k$ and $i$ represent the $k$th loop and the $i$th bus respectively, are i.i.d. random variables. The dwell times that buses use to load and unload passengers at the stops are incorporated into $RT_{k,i}$. The assumption of i.i.d for $RT_{k,i}$ is often questioned, especially for short headway lines and lines with a tight schedule, because a late bus has to spend more time to serve more passengers at stops and hence increases its roundtrip travel time. However, for schedule-based services with sufficient slack time, which are the focus of our paper, this assumption is reasonable since vehicle bunching is less likely. In the rest of this paper, we will use $RT$ to represent the random variable associated with roundtrip travel time. Let $SH$ denote the scheduled headway (the interval between two consecutive scheduled departure times) and $ST$ be the scheduled roundtrip travel time. They have the relationship, $ST = N \cdot SH$. The slack ratio, $s_r$, is defined as $s_r = \frac{ST}{E[RT]} - 1$. We assume $s_r > 0$.

First, consider a system having only a single bus. Let $D_k$ and $d_k$ be the scheduled and actual departure times at the checkpoint on the $k$th loop, respectively. The delays are defined as $l_k = d_k - D_k$, $k = 1, 2 \ldots$ For a schedule-based transit operation where buses are
not allowed to depart early, the values of \( l_k \) are nonnegative and the following equation holds:

\[
l_{k+1} = \max(l_k + RT_k - ST, 0)
\] (1)

Let \( E\{l\} \) then be the expected delay when the processes reaches a steady state (i.e., the expectation of the delay when \( k \) goes to infinity) where \( l \) is the delay random variable at stationary. We later show that the process is stable as long as \( ST > E\{RT\} \) and this conclusion can be extended to multi-bus systems (Proposition 1). Let \( F(\cdot) \) be the distribution function of \( l \).

We next express the objective function of the passengers’ expected waiting time as a function of the first two moments of \( F(t) \) and \( sr \), then we associate our schedule-based transit system with a \( D/G/c \) (constant arrival, general service time, multi-servers) queue model.

1.1 Objective Function

For a schedule-based transit operation system, we can compute the passengers’ expected waiting time in the following way:

Suppose that a passenger arrives at \( t \), sometime between \( D_k \) and \( D_{k+1} \). To simplify the problem, we assume that the delay of any bus is less than the scheduled headway, i.e., \( D_k + l_k < D_{k+1} \) for all \( k \). In most cases, the interval of appropriate \( sr \), which contains the optima, is large enough to guarantee that the above assumption is approximately true. Without losing generality, we set \( D_k = 0 \) and \( D_{k+1} = SH \). If the bus to be dispatched at 0 has not arrived yet, i.e., \( l_k \geq t \), the waiting time for this passenger is then \( l_k - t \),
otherwise, he/she has to wait till $SH + l_{k+1}$. Note that $l_k$ and $l_{k+1}$ have the same distribution

in a stationary state, the passenger’s expected waiting time can be expressed as

$$E\{w|l\} = (E\{l|l \geq t\} - t) \cdot P(l \geq t) + (SH + E\{l\} - t) \cdot P(l < t)$$

$$= SH \cdot P(l < t) + E\{l|l \geq t\} \cdot P(l \geq t) + E\{l\} \cdot P(l < t) - t$$

Let $f_A(t)$ be the probability density function of the passengers’ arrival time between 0 and $SH$, $\int_0^{SH} f_A(t)dt = 1$. The overall passengers’ expected waiting time is then computed by:

$$E\{w\} = \int_0^{SH} E\{w|l\} f_A(t)dt$$

(3)

If passengers arrive at the stop randomly, which implies that $f_A(t) = SH^{-1}$, $0 \leq t < SH$, after a few algebraic steps, equation (3) becomes

$$E\{w\} = \frac{1}{2} SH \cdot \left(1 + \frac{2Var\{l\}}{SH^2}\right)$$

(4)

Equation (4) is similar to the formula developed by Osuna and Newell (1972) to compute the expected waiting time for passengers who arrive randomly at the stops:

$$E\{w\} = \frac{1}{2} E\{H\} \left(1 + \frac{Var\{H\}}{E^2\{H\}}\right)$$

(5)

where $E\{H\}$ and $Var\{H\}$ are the mean and variance of headways, respectively. Note that

$$E\{H\} = SH + E\{l_{k+1}\} - E\{l_k\} = SH$$

(6)

$$Var\{H\} = 2Var\{l\} - \lim_{k \to \infty} 2Cov(l_k, l_{k+1})$$

(7)

Equation (4) is an approximation on equation (5) by ignoring the autocorrelation of the delay process. As we stated before, in most cases, the
approximation is good enough for the interval of appropriate $s_r$, which often contains the optima (We will also verify this point by simulations later in this paper). Table 1 shows the quality of this approximation ($\text{Var}\{H\} \approx 2\text{Var}\{I\}$) based on simulation results with six buses (Please refer to Section 4 for simulation parameters). It shows that when $s_r$ is greater than 0.15, the assumption is approximately true.

Table 1 Comparison of Variance of Delays and Variance of Headways

<table>
<thead>
<tr>
<th>$s_r$</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Variance of Delays}$</td>
<td>11.78</td>
<td>3.38</td>
<td>1.15</td>
<td>0.328</td>
<td>0.127</td>
</tr>
<tr>
<td>$\text{Variance of Headways}$</td>
<td>15.51</td>
<td>5.21</td>
<td>1.91</td>
<td>0.603</td>
<td>0.250</td>
</tr>
<tr>
<td>$V_H / V_D$</td>
<td>1.32</td>
<td>1.54</td>
<td>1.66</td>
<td>1.84</td>
<td>1.97</td>
</tr>
</tbody>
</table>

There are other distributions of passengers’ arrival time. For example, for passengers who are aware of the schedule and time their arrivals at the stops, Bowman and Turnquist (1981) derived a p.d.f of passenger’s arrival time as follows.

$$f_A(t) = \frac{\exp(U(t))}{\int_0^\infty \exp(U(\tau))d\tau}$$

where $U(t) = aE[w(t)]^b$, is the utility of an arrival at time $t$, $a$ and $b$ are parameters from empirical data, and $E[w(t)]$ is the expected waiting time for an arrival at time $t$. In this situation, the representation of the passengers’ expected waiting time is much more complicated.

In this paper, we will mainly focus on the problem with randomly arriving passengers. The optimization problem is formulated as follows:

$$(OP)$$
\[
\min \frac{1}{2} SH \cdot \left( 1 + \frac{2 \text{Var}\{l\}}{SH^2} \right)
\]

s.t.
\[
SH = (1 + s_r) E\{RT\}/N
\]
\[
l \sim \max (l + RT - (1 + s_r) E\{RT\}, 0)
\]

where \(\sim\) represents the two random variables have the same distribution.

We will later show that for a single-bus system the variance of delays is a convex function and decreases monotonously as \(s_r\) increases (Proposition 2). Then, we can easily show that the objective function is convex by showing that the second-order derivative is nonnegative. Taking derivative of the objective function of (OP) provides a closed form solution for \(s_r^*\) (the optimal slack ratio) in terms of \(\text{Var}\{l\}\),
\[
\frac{1}{2} \frac{E\{RT\}}{N} + \frac{N}{(1 + s_r) E\{RT\}} \frac{\partial \text{Var}\{l\}}{\partial s_r} - \frac{N}{(1 + s_r)^2 E\{RT\}} \text{Var}\{l\} = 0
\]  

(9)

Once we can compute \(\text{Var}\{l\}\), \(s_r^*\) can be obtained by solving the above equation. If \(\text{Var}\{l\}\) cannot be calculated analytically, we can still utilize any efficient search algorithm to find the optimal \(s_r\).

Generally, it is difficult to obtain a closed form solution for \(\text{Var}\{l\}\). For the case of \(N = 1\) and exponentially distributed roundtrip travel time, a closed form equation for \(E\{w\}\) can be obtained. For other cases, we present approximations for \(\text{Var}\{l\}\) as a means to find an approximation of the optimal \(s_r\). Before presenting the solution techniques, we show the relationship between our transit system and a \(D/G/c\) queue.
1.2 D/G/c Queue Model for Schedule-Based Transit Systems

To demonstrate the connection between our schedule-based transit system and a \(D/G/c\) queue model, let’s first focus on a simple system having only one bus. Consider an FIFO queue with a single server. Let \(RT_k\) and \(ST\) be the service time for the \(k\)th customer and the inter-arrival time between two consecutive customers, respectively. The delay in the queue of the \((k+1)\)th customer can be described by equation (1) if \(l_k\) are designated to the customers’ waiting times. To connect the two systems, we can think of the bus as a “server” and the scheduled departures as “customers”. The customers’ arrival process is deterministic with a fixed inter-arrival time, \(ST\), and the “server” spends a random time \(RT_k\) to serve the \(k\)th “customer”. From this point of view, our schedule-based transit system with a single bus behaves in the same way as a \(D/G/1\) queue. Similarly, for a system having \(N\) buses, assuming that a bus can overtake others and a scheduled departure can be served by any available bus, the system is then equivalent to a \(D/G/c\) queue, where the number of servers, \(c\), equals to the number of buses, \(N\).

The association of our transit system with a \(D/G/c\) queue model enables us to directly utilize many useful results from queueing theory. One of the most important applications is to verify the convergence of the distribution of delays.

For a \(GI/G/1\) FIFO queue, Lindley (1952) proved that the queue is stable if and only if the expected service time is less than the expected inter-arrival time except for the trivial case where both are equal constants. Here stability means that the distribution of the customers’ waiting time converges, i.e., \(\lim_{r \to \infty} F_r(t) = F(t)\) for all \(t \geq 0\), where \(F_r(t)\) is the distribution function of \(r\)th customer’s waiting time and \(F(t)\) is the limiting distribution. Lindley also showed that the limiting distribution is independent of the
initial conditions, i.e., it is unique if the distributions of service time and inter-arrival time are given. Kiefer and Wolfowitz (1955, 1956) proved that the same stability exists for a GI/G/c FIFO queue when the total service rate is greater than the arrival rate. Applying their results to our transit system, we have the following proposition.

**Proposition 1**

For a schedule-based transit system, if \( ST > E\{RT\} \), then the system is stable, which means the delay distribution converges, and the limiting distribution is independent of the initial delay distribution, i.e., when \( k \to \infty \), \( l_k \to l \) for any \( l \). If \( ST \leq E\{RT\} \) (except the trivial case where \( RT \equiv ST \)), then the delay tends to infinity with a probability of one.

For a single-bus system, we prove that the mean and the variance of delays are both convex functions of \( sr \). Hence, the expected waiting time will be also a convex function. This is an important result since it allows us to use efficient search techniques to find \( sr^* \) that minimizes the expected waiting time.

**Proposition 2**

For a single-bus system, the mean and variance of delays decrease monotonously as \( sr \) increases. Besides, they are convex functions of \( sr \).

**Proof**

By utilizing Spitzer’s Identity,

\[
L(s) = E\left(e^{-sl}\right) = \exp\left(\sum_{n=1}^{\infty} E\left(e^{-sZ_n^+}\right) - 1\right)/n,
\]

where \( L(s) \) is the generation function of delay and \( Z_n^+ = \max\{0, X_1 + X_2 + \ldots + X_n\} \), \( \{X_i\} \) are i.i.d. random variables and \( X_i \sim RT - ST \) for all \( i \). Then,
\[ E\{l\} = \lim_{s \to 0} \frac{\partial L(s)}{\partial s} = \lim_{s \to 0} \left\{ \sum_{n=1}^{\infty} E\left(Z_n e^{-sZ_n}\right)\right\} \exp\left\{ \sum_{n=1}^{\infty} \left[ E\left(e^{-sZ_n}\right) - 1\right]\right\} = \sum_{n=1}^{\infty} \frac{E(Z_n^+)}{n} \]

\[ \text{Var}\{l\} = E\{l^2\} - E\{l\}^2 = \lim_{s \to 0} \frac{\partial^2 L(s)}{\partial s^2} - E\{l\}^2 = \sum_{n=1}^{\infty} \frac{E(Z_n^+)^2}{n} . \]

Let \( G_n(t) \) be the distribution function of \( \sum_{i=1}^{n} RT_i \), where \( \{RT_i\} \) are i.i.d. and \( RT_i \sim RT \). Let \( F_n(t) \) be the distribution function of \( Z_n \), we have \( F_n(t) = G_n(t + n \cdot ST) \). Then

\[
\frac{\partial E(Z_n^+)}{\partial ST} = n \frac{\partial G_n(n \cdot ST)}{\partial ST} \geq 0
\]

\[
\frac{\partial E(Z_n^+)^2}{\partial ST} = \frac{\partial}{\partial ST} \left[ \frac{\partial}{\partial t} \int_0^\infty (1 - F_n(t))dt \right] = -\int_0^\infty \frac{\partial}{\partial t} G_n(t + n \cdot ST)dt = -\int_0^\infty n \frac{\partial}{\partial t} G_n(t + n \cdot ST)dt = -n(1 - G_n(n \cdot ST)) \leq 0
\]

\[
\frac{\partial^2 E(Z_n^+)}{\partial ST^2} = n \frac{\partial^2 G_n(n \cdot ST)}{\partial ST^2} \geq 0
\]

\[
\frac{\partial E(Z_n^+)^2}{\partial ST} = \frac{\partial}{\partial ST} \left[ 2t(1 - F_n(t))dt \right] = -\int_0^\infty 2t \frac{\partial}{\partial ST} G_n(t + n \cdot ST)dt = -\int_0^\infty 2nt \frac{\partial}{\partial t} G_n(t + n \cdot ST)dt = -2n \cdot E(\sum_{n=1}^{\infty} Z_n^+) \leq 0
\]

\[
\frac{\partial^2 E(Z_n^+)^2}{\partial ST^2} = -2n \frac{\partial E(Z_n^+)}{\partial ST} \geq 0
\]

For multi-bus systems, based on intuition and simulation results, we believe that the mean and variance of delays are still convex functions of \( s_r \) (see the simulation results section for multi-bus systems).

For \( N = 1 \), once the system reaches its steady state, the distribution of delays satisfies the following Wiener-Hopf equation:

\[
F(t) = \int_0^\infty F(\tau) g(t + ST - \tau)d\tau , \quad t \geq 0 \] (10)
For \( N > 1 \), the integral equation has a more complicated form (Kiefer and Wolfowitz, 1955), which is much more intractable for our study. In the next section, we introduce solution techniques for single-bus systems; in section 3, we present a method to approximate a multi-bus system by a single-bus system.

2. Solution Techniques For The Single-Bus Case

In the objective function of \((OP)\), we need to compute the variance of delays. However, in most cases it is difficult to obtain a closed form solution. We first present the exact solution for the case \( g(t) \) is exponentially distributed. For other distributions of travel times, we present a numerical algorithm and develop some bounds and approximations on the first two moments of \( F(t) \).

2.1 Solving the Wiener-Hopf Equation with an Exponential Kernel

An exact method to compute the moments of delays for a \( GI/G/1 \) queue is solving equation (10) directly. Explicit solution techniques for a general Wiener-Hopf equation can be found in related references (Davies, 1985; Hochstadt, 1973; Gohberg and Feldman, 1974). Lindly (1952) explains in detail how to solve such an equation for a queue with constant arrivals and a distribution of service time belonging to a particular family

\[
\left\{ g_n(t) = \frac{\lambda^{n+1}}{n!} t^n e^{-\lambda t} \right\}_{n=0}^{\infty}.
\]

Applying this result, if the service time (the roundtrip travel time in our system) has an exponential distribution, i.e., \( g(t) = \lambda e^{-\lambda(t-t_0)} \), \( t \geq t_0 \), which has a mean of \( \frac{1}{\lambda} + t_0 \) and a variance of \( \frac{1}{\lambda^2} \), and the inter-arrival time (the scheduled
roundtrip travel time, \( ST \), in our system) is constant, then the delay distribution has the following form.

\[
F(t) = 1 + C \exp(\mu t)
\]  

(11)

where \( \mu \) is the non-trivial root of equation

\[
\frac{\lambda}{\lambda + \mu} = \exp[\mu(t_0 - ST)]
\]

(12)

and \( C \) is a constant satisfying

\[
1 + \frac{\lambda C}{\lambda + \mu} = 0
\]

(13)

When \( ST > \frac{1}{\lambda} + t_0 = E\{RT\} \), we have \(-\lambda < \mu < 0\) and \(-1 < C < 0\). The mean and the variance of delays are

\[
E\{t\} = \frac{C}{\mu} = -\frac{1}{\mu} - \frac{1}{\lambda}
\]

(14)

and

\[
Var\{t\} = \frac{-C(2 + C)}{\mu^2} = \frac{1}{\mu^2} - \frac{1}{\lambda^2} = \frac{2}{\lambda} E\{t\} + E^2\{t\}
\]

(15)

, respectively.

Equation (12) cannot be solved explicitly. To approximate the solution, we perform first and second order Taylor expansions on the right hand side and solve the corresponding polynomial equations. This gives us

\[
\mu \approx -\lambda + \frac{1}{ST - t_0}
\]

(First order approximation)

(16)

or
Given an example, where $\frac{1}{\lambda} + t_0 = 60$ and $\frac{1}{\lambda^2} = 6.4^2$, Figure 1 compares the exact solution to the approximations of $\mu$.

For a general distribution of the roundtrip travel time, it is hard to find an analytical solution. Moreover, in many situations, the distribution of roundtrip travel time can only be empirically represented. Therefore, numerical algorithms or approximations are necessary for those cases.
2.2 Numerical Algorithms

One numerical technique to solve equation (10) is through recursion. According to Proposition 1, the following recursive equation leads to the limiting distribution of delays no matter what the initial distribution, $F_0(t)$, is.

$$F_{k+1}(t) = \int_0^\infty F_k(\tau)g(t + ST - \tau)d\tau, \quad t \geq 0$$

(18)

and the convergence rate of the above recursion has a bound in 1-induced-norm of $g(\cdot)$.

Another way of solving equation (10) numerically is via solving a Toeplitz equation. Replacing the integral in equation (10) by a numerical quadrature, we have

$$F_k = \sum_{j=0}^\infty F_j g_{k-j}$$

(19)

where $F_j = F(i \cdot \Delta)$, $g_j = \Delta \cdot g(ST + j \cdot \Delta)$, and $\Delta$ is the discretization step. Assume $g_j \equiv 0$ for all $j < -n_1$ or $j > n_2$. Also assume that for $n > N$, $F_n \equiv 1$, equation (10) becomes

$$
\begin{bmatrix}
F_0 \\
F_1 \\
\vdots \\
F_N
\end{bmatrix}
= 
\begin{bmatrix}
g_0 & g_{-1} & \cdots & g_{-n_1} & 0 \\
g_1 & g_0 & g_{-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
g_{n_2} & \cdots & g_{-1} & g_0 & 0 \\
0 & g_{n_2} & \cdots & g_0 & 0
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
G_{-n_1}
\end{bmatrix}
+ 
\begin{bmatrix}
F_0 \\
F_1 \\
\vdots \\
F_N
\end{bmatrix}

(20)

where $G_k = \sum_{j=-n_1}^k g_j$. Equation (20) is a Toeplitz equation, which can be solved in $O(N \log^2 N)$ time (Brent et al., 1980).
2.3 Bounds and Approximations

Many researchers have provided bounds and approximations on the moments of delays for $GI/G/1$ queues. An excellent review of these techniques can be found in Wolff’s text (1988). Applying Kingman’s bounds on our $D/G/1$ queue, we have

$$E[I] \leq \frac{\text{var}(RT)}{2s_r \cdot E[RT]} \quad (21)$$

and

$$E[I] \geq \frac{E[(RT-ST)^2]}{2s_r \cdot E[RT]} \quad (22)$$

The lower bound depends on the distribution of the roundtrip travel time.

Obtaining bounds on variance of delays is a hard problem, especially for the upper bound. In this paper, we choose Daley’s lower bound (1992), which, for our $D/G/1$ queue, is equal to

$$\text{var}(I) \geq \frac{E[(RT-ST)^3]}{3s_r \cdot E[RT]} + \frac{E[(RT-ST)^2]}{4s_r^2 \cdot E^2[RT]} + \frac{s_r^2}{12} E^2[RT] \quad (23)$$

Rao and Feldman (2001) provide an upper bound for the queue with NBUE (New Better than Used in Expectation) inter-arrival times. Note that a $D/G/1$ queue belongs to NBUE queues. Applying their upper bound gives

$$\text{var}(I) \leq \frac{E[(RT-ST)^3]}{3s_r \cdot E[RT]} + \frac{E[(RT-ST)^2]}{4s_r^2 \cdot E^2[RT]} + \min \left( 2(1+s_r)^2 E^2[RT], \frac{(1+s_r)^3}{3s_r} E^2[RT] \right) + \frac{s_r^2}{4} E^2[RT] \quad (24)$$

The bounds depend on the first three moments on the distribution of the roundtrip travel time.
For an approximation, we can use the solution or approximations for an exponentially distributed roundtrip travel time with equal mean and variance.

3. APPROXIMATE A MULTI-BUS SYSTEM BY A SINGLE-BUS SYSTEM

A FIFO queue with multiple servers is usually a much harder problem to solve than a queue with a single server. Therefore, it is preferred to approximate a multi-bus system by a single-bus system. One approximation is to ignore the case that a bus is caught up by others. Then the system is equivalent to a system having only one bus. This assumption is reasonable only when the headway is relatively large compared with the variation of travel times. When the probability that a bus overtakes others cannot be ignored, the following approximation can be used.

Consider a route having two buses, 1 and 2. Assume that bus 1 is dispatched at the $k$th departure from the checkpoint, the situations for the $(k + 1)$th and $(k + 2)$th departures are summarized in the table below:

<table>
<thead>
<tr>
<th>Overtaking between $k$th and $(k + 2)$th departures</th>
<th>Dispatched bus at $(k + 1)$th departure</th>
<th>Dispatched bus at $(k + 2)$th departure</th>
</tr>
</thead>
<tbody>
<tr>
<td>No overtaking</td>
<td>Bus 2</td>
<td>Bus 1</td>
</tr>
<tr>
<td>Bus 1 overtakes bus 2 once</td>
<td>Bus 1</td>
<td>Bus 2</td>
</tr>
<tr>
<td>Bus 2 overtakes bus 1 once</td>
<td>Bus 2</td>
<td>Bus 2</td>
</tr>
<tr>
<td>Bus 1 overtakes bus 2 twice</td>
<td>Bus 1</td>
<td>Bus 1</td>
</tr>
</tbody>
</table>
The last case is almost impossible in a real situation. Thus, it can be ignored. To make an approximation, assume that bus 1 and bus 2 are dispatched exactly on time for the $k$th and $(k+1)$th departures, i.e., $d_k = D_k$ and $d_{k+1} = D_{k+1}$. Then

$$P(l_{k+2} \leq t) = P\left(\min(D_k + RT_1, D_{k+1} + RT_2) \leq D_{k+2} + t\right)$$

$$= P(\min(RT_1, SH + RT_2) \leq ST + t)$$

$$= P(RT_1 \leq ST + t) + P(SH + RT_2 \leq ST + t)$$

$$- P(RT_1 \leq ST + t) \cdot P(SH + RT_2 \leq ST + t)$$

where $RT_1$ and $RT_2$ are roundtrip travel times for bus 1 and bus 2, respectively. Suppose $G(t) = \int_0^tg(\tau)d\tau$ is the distribution function of the roundtrip travel time. Let

$$\hat{G}(t) = G(t) + G(t - SH) - G(t)G(t - SH) = 1 - [1 - G(t)] \cdot [1 - G(t - SH)].$$

Equation (25) can be written as

$$P(l_{k+2} \leq t) = \hat{G}(ST + t)$$

Intuitively, we define $\hat{G}(t)$ as the distribution function of a virtual roundtrip travel time and let $\hat{g}(t) = d\hat{G}(t)/dt$ be its p.d.f. Then we use a single-bus system with the modified distribution of roundtrip travel time to approximate the original multi-bus system.

Note that the above approximation actually changes the system capacity by reducing the mean of the service time (the roundtrip travel time). Besides, it assumes that the headway between two buses is exactly $SH$. Hence, this approximation does not work well when $s_r$ is very small, but for a reasonably large $s_r$, our simulation results show this approximation is good.

More generally, for a route having $N$ buses, we can define $\hat{G}(t)$ and $\hat{g}(t)$ in a similar way. The general formula for $\hat{G}(t)$ is
\[
\hat{G}(t) = 1 - \prod_{i=0}^{N-1} [1 - G(t - i \cdot SH)]
\] (27)

Summarizing what we have so far, we present the following approximation algorithm to address the optimization problem (OP).

**Algorithm**

*Step 1:* Approximate a multi-bus system to a single-bus system by equation (27).

*Step 2:* Solve the Wiener-Hopf equation by the numerical algorithm described in Section 2.2.

*Step 3:* Solve (OP) by a search algorithm.

4. **Simulations**

4.1 *Simulations for a Single-Bus System*

We first simulate the single bus case in order to show the quality of the approximations for the mean and variance of delays. We set the mean and the variance of the roundtrip travel time to 60 min. and \((6.4 \text{ min.})^2\), respectively. In the simulations, different distributions of the roundtrip travel time, including normal, lognormal, uniform, and exponential distributions, are tested. The results are shown in Figure 2.
The solid line represents the analytical solution for the exponential distribution. The other three lines represent simulation results for the normal, uniform, and lognormal distributions, respectively, which are very close to each other. We also plot the upper and
lower bounds for the mean of delays. The lower bound, as we mentioned before, depends on the individual distribution. Here we use the lower bound for the uniform distribution to give the rough estimate of how far the bound deviates from the actual curve. We remark that the bounds for the standard deviations were not tight and were inferior than those for the expectation.

Figure 2 reveals that the analytical solution for the exponential distribution can be used as a good approximation for other empirical distributions. It also shows that when $s_r$ is less than 0.05, the mean and the variance increase rapidly as $s_r$ decreases. When $s_r$ is greater than 0.1, the mean and the variance have small values and both do not change much. This gives us an insight that $s_r^*$ should be between 0.1 and 0.2. However, the actual optimal range of $s_r$ depends on the actual parameters of a system. For example, a system having a larger variance of the roundtrip travel time would require a larger $s_r$.

4.2 Simulations for a Multi-Bus System

If we add more buses into the route, the delay distributions derived from the analytical model will deviate more from the simulation results, especially when the scheduled headway becomes close to the standard deviation of the roundtrip travel time. However, we can use equation (27) to modify the distribution function of the roundtrip travel time to take into account the overtaking of buses. For example, if there are six buses running along the route, and the distribution of the roundtrip travel time is exponential with mean of 60 min and variance of $(6.4 \text{ min})^2$ as they were in the previous simulation. Then the mean and the variance of the modified distribution by equation (27) are 59.32 min and $(4.73 \text{ min})^2$, respectively. Figure 3 plots the simulation result and
compares it to the numerical solution using the techniques described in Section 2.2 with the modified distribution. It is not a surprise that the numerical solution has smaller values than the simulation result for two reasons. First, the modified distribution has a smaller mean, which increases the capacity of the corresponding $D/G/c$ queue model. Second, the modified distribution is based on the assumption that every dispatch is on time, which is more violated when $s_r$ is small. Even with these assumptions, the numerical solution is still a good approximation especially when $s_r$ is greater than 0.1.
4.3 Comparison of Approximation Algorithm and Simulation

In this section, we will test the efficiency of the approximation algorithm presented in section 3. For the same settings in the previous simulations, Figure 4 plots both the simulation and approximation results for the passengers’ expected waiting time under different $s_r$. The comparison shows that the approximation procedure overestimates the passengers’ expected waiting time when $s_r$ is less than 0.10, but it coincides with the simulation result when $s_r$ is greater than 0.10. For $s_r^*$, the simulation gives 0.10 while approximation gives 0.11.
In Figure 5, we compared $s_r^*$ obtained by simulation and our approximation algorithm with different standard deviations of roundtrip travel time. The first graph plots the points of optimal $s_r$ vs. standard deviation of roundtrip travel time. The second graph shows the ratio of approximation results to simulation results. As the figure, our approximation algorithm performs reasonably well in identifying the optimal $s_r$ estimates.
5. EXTENSIONS TO MULTIPLE CHECKPOINTS

In many cases, a schedule-based control is implemented at multiple stops instead of a single checkpoint. Slack time should only be added to stops, where the service punctuality is most critical. This is not only because of operational simplicity, but it can also be illustrated by the following proposition.

**Proposition 3**

Consider two control policies: one has a single checkpoint with slack time of $st$ and another adds some checkpoints with slack times $st_1, st_2, ..., st_n$, which satisfy $st = st_0 + st_1 + st_2 + ... + st_n$, where $st_0$ is the new slack time for the original checkpoint. Assume that the travel times between any adjacent two checkpoints are independently distributed. Then the second policy has an average delay at the original checkpoint at least as large as the first policy.

**Proof**

Without losing generality, assume there are two checkpoints 0 and 1. $g_1(t)$ and $g_0(t)$ are p.d.fs of travel time from checkpoint 0 to 1, and 1 to 0, respectively. $ST_1$ and $ST_0$ are the corresponding scheduled travel time. Let $g(t) = \int_0^\infty (t-\tau)g_1(\tau)d\tau$, and $ST = ST_0 + ST_1$. Like equation (18), the following equations hold if an on-schedule policy is applied to both checkpoints.

\[
F_{k+1,0}(x) = \int_0^\infty g_0(x + ST_0 - y)F_{k,1}(y)dy \quad (31)
\]

\[
F_{k,1}(x) = \int_0^\infty g_1(x + ST_1 - y)F_{k,0}(y)dy \quad (32)
\]

A simple displacement gives
Furthermore,

\[
F_{k+1,0}(x) = \int_0^\infty g_0(x + ST_0 - y) \int_0^y g_1(y + ST_1 - z) F_{k,0}(z) dy dz 
\]

According to the proposition above, it is economical and efficient to apply on-schedule control only on the most important stops along a route, such as transfer stops, and stops having large passenger arrival rates. The optimal slack time problem with multiple checkpoints can be solved through numerical algorithms similar to those discussed earlier in the paper.

6. CONCLUSIONS

For system stability, transit planners typically add some slack to the schedule. However, there exists no analytical model to guide transit planners in setting the appropriate amount of slack. In this paper, we have presented an analytic model that addresses the optimal slack time problem for a schedule-based transit operation on a single loop with a single checkpoint. The system is associated with a \( D/G/c \) queue model. Results from queueing theory show that the distribution of delays converges to a limiting distribution if a positive slack time is added in the schedule. An analytical solution of distribution of delays can be obtained if there is only a single bus running along the route and the roundtrip travel time is exponentially distributed. For general cases, it is difficult to obtain closed form solutions. We provided some approximation algorithms to solve the general problem. Simulation results verified that the approximations are good.
One topic for future study is the affect of the schedule on the correlation of delays and the correlation of headways. It is believed that a schedule can effectively reduce the correlation, especially when the slack is sufficiently large.
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