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ABSTRACT
As the penetration of renewable energy into the electrical grid is increasing worldwide, accurate forecasting of renewable energy generation is essential not only for grid operation and reliability, but also for energy trading and long-term planning. In this paper, we focus on short-term wind energy forecasting. The inherent variability and unpredictability of wind energy imposes great challenges upon many models. Conventional time series models, such as ARIMAX, often fail to capture nonlinear patterns in energy output, and a feedforward artificial neural network doesn’t take temporal dependency into account. In this paper, we apply state-of-art autoregressive artificial neural network (AR-ANN) models and recurrent neural network (RNN) models to wind energy forecasting. By capturing both the sequential pattern of energy output and the complex relationship between weather predictors and power generation, we can achieve better forecasting accuracy. These temporally dependent neural network structures can also be easily extended to model other nonlinear time series and temporal data.
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1 INTRODUCTION
Among the ever-increasing share of renewable energy in the global energy portfolio, the deployment of wind energy-generating capacities has been most rapid and consistent worldwide [18, 20]. In contrast to conventional energy generation, wind energy generation is largely uncontrollable and highly variable due to the volatile nature of its energy source—wind. As a result, wind energy generation is often balanced and backed up by ancillary generators, which creates operational challenges and increases costs [8]. It becomes obvious that accurate wind energy forecasting, especially short-term forecasting, is crucial for utilities in order to increase the integration of wind power into the electrical grid while maintaining its reliability at a reasonable cost.

Wind energy forecasting has also received great attention from academia in recent years [10, 13] because it represents a general time series problem that has two important characteristics: (1) The nature of its energy source—wind. As a result, wind energy generation is largely uncontrollable and highly variable due to the volatile
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the most value in electrical grid operation. More specifically, our strategies and contributions are:

1. We examine the residual temporal patterns after modeling with a feedforward neural network, and we show a strong temporal-dependency in the wind energy output.

2. We propose the autoregressive neural network model, into which lagged wind energy outputs are suitably incorporated in order to handle autocorrelations and improve forecasting accuracy over conventional ARIMAX and feedforward neural network methods.

3. In addition, we propose a recurrent neural network method, which takes both the current covariates and the historical sequence of wind energy output into consideration and improves forecasting accuracy over conventional methods.

4. We compare the forecasting performance in both one-step-ahead and multi-step-ahead forecasting scenarios. We use both recursive one-step-ahead forecasting and sequence-to-sequence translation in a recurrent neural network to achieve multi-step-ahead forecast. Our models outperform conventional models in multi-step-ahead forecasting, which is crucial in wind energy forecasting practice.

5. We also provide our suggestions of the advantages and disadvantages for each method in multi-step-ahead forecasting and a detailed analysis of the phenomenon of "accumulation of error" in multi-step-ahead forecasting.

The remainder of the paper is organized as follows: We discuss about the related work in section 2. We describe the wind energy data in section 3. In section 4, we introduce the two models proposed in this research. In section 5, we demonstrate our modeling strategies and detailed analysis on model performance by comparing them to the benchmark models. In section 6, we discuss the implications of our approach and its impact on model choice, model tuning, and short-term wind energy forecasting.

2 RELATED WORK

Global Energy Forecasting Competition 2012 (GEFcom2012) has attracted hundreds of contestants worldwide and motivated the development of various methods in short-term wind energy forecasting during and after the competition [9]. These methods include, but not limited to: gradient boosting models [22], artificial neural network models [12, 25], Gaussian Process models [6, 12] and k-nearest neighbors [15].

The reported methods are predominantly regression and machine learning models rather than time series models, partially because the original testing period in the competition is discontinuous in time and give time series models a disadvantage.

Our work focuses on the incorporation of time series components into existing machine learning models and evaluate how it will affect the performance in one-step-ahead and multi-step-ahead forecasting scenarios. Regular neural network model that is frequently used by contestants, serves as one of the benchmark in our research.

3 DATA DESCRIPTION

The wind energy data in this article is from the wind track of the Global Energy Forecasting Competition 2012 (GEFcom2012) [9]. It contains historical wind energy measurements at seven wind farms and meteorological forecasts of wind components at the level of wind farms. Zonal (u) and meridional (v) components of surface wind at 10m above ground level are included in the original data, so we can derive the wind speed as \( w_s = \sqrt{u^2 + v^2} \). The wind energy generation is scaled to the nominal capacities of each farm in the original competition data, which allows for a scale-free comparison across different wind facilities. The scatter plot in figure 1 shows the relationship between wind speed and wind energy generation in farm 1. The plot demonstrates that for a particular wind speed, wind energy output can vary within a wide range. This variation can come from other covariates, from unobserved components, or from the varying quality of wind speed forecast itself. In addition, the underlying power curve appears to be "sigmoid-shaped", indicating that the assumptions of linear regression based methods are violated.

![Figure 1: Relationship between wind speed and wind energy generation.](image)

4 PROPOSED MODELS

In this section we propose two methods that are based on neural networks, with a focus on modeling two aspects of wind energy generation: (1) the complex relationship between wind energy and weather covariates such as wind speed, wind direction, and so on, and (2) the temporal dependency in wind energy generation. We examine both models and compare them to the conventional feedforward neural network model and ARIMAX in 1-hour-ahead forecasting and 24-hour-ahead forecasting in Section 5.

4.1 Autoregressive Artificial Neural Network (AR-ANN)

Artificial neural network (ANN) is a popular machine learning approach to handling a variety of problems, including classification, anomaly detection, regression, forecasting, and so on [4]. ANN does not assume a linear relationship between the covariates and the response variable, and it has great flexibility in terms of approximating any underlying continuous functions because of its universal approximation property with mild assumptions on the activation function.
functions [2]. In order to account for temporal dependency in an autoregressive artificial neural network [24], we include the wind energy output at previous time steps as covariates in the model. To forecast the wind energy $y_t$ at time $t$, the model formulation is

$$\hat{y}_t = a_0 + \sum_{j=1}^{k} \beta_j \max\{0, b_j y_{t-j} + \sum_{i=1}^{p} w_{ij} x_{it} + \sum_{l=1}^{d} a_{lj} y_{t-l}\},$$

(1)

where $y_t$ is the wind energy output at time $t$, $x_{it}$ is the $i$th covariate at time $t$, $k$ is the number of neurons in the hidden layer, $p$ is the number of covariates collected from weather forecast vendors or engineered by users, and $d$ is the number of lagged wind energy output to include in the model. The weights to be trained in the neural network training are $(\{a_0, \beta_j, b_j, w_{ij}, a_{lj}\},$ where $j \in \{1, 2, \cdots, k\},$ $t \in \{1, 2, \cdots, p\},$ and $l \in \{1, 2, \cdots, d\}$. As indicated in equation (1), we use rectified linear units (ReLU) as an activation function in this analysis. For AR-ANN and regular ANN models, we use one hidden layer with 60 neurons and the dropout rate is set at 0.35.

For multi-step-ahead forecasting with an autoregressive artificial neural network, we perform a one-step-ahead forecast recursively. For example, when we try to forecast wind energy output at both time $t$ and time $t+1$, we obtain $\hat{y}_t$ from equation (1), and plug $\hat{y}_t$ into the right-hand side of equation (1) to obtain $\hat{y}_{t+1}$, because the actual $y_t$ is not observed at the time when we generate the forecast.

### 4.2 Recurrent Neural Network (RNN)

Recurrent neural network is a specialized neural network structure, whose cyclic connection is designed for modeling the sequence of events [5]. It has been used in speech recognition, text mining, translation, and time series forecasting [3, 14]. To forecast wind energy output $y_t$ at time $t$, we adopt the structure shown in Figure 2, so that we can combine the sequential information of wind energy output with the information from covariates such as forecasted wind speed and direction at time $t$. In this work, we have two RNN hidden layers at each time step with 30 and 20 hidden neurons in each layer. Only one layer is drawn in Figure 2 for demonstration purposes. The feedforward layer is constructed the same way as in ANN or AR-ANN.

**Figure 2:** Recurrent neural network structure for a one-step-ahead forecast. The RNN hidden layer uses the long short term memory (LSTM) structure, $y_t$ is the wind energy output at time $t$, and $X_t$ are the covariates for time $t$.

Recurrent neural network has also been applied to sequence-to-sequence translation [1, 23], where the “encoder-decoder” structure is used to translate an input sequence into an output sequence with a different length. We adapt this structure for multi-step-ahead forecasting, where the output sequence length is the forecasting horizon. The adapted structure is shown in Figure 3. The encoding and decoding layers each has 15 hidden neurons.

To prepare samples for a recurrent neural network, we use the sliding windows approach to process the time series into subsequences and we stack the subsequences into three-dimensional arrays whose dimensions are $observations \times timesteps \times features$. The number of features for the response variable series is 1 and the number of features for the covariates series is the number of covariates $p$. This preprocessing converts long time series into independent subsequences without losing temporal information within each subsequences. It allows easy implementation of parallelization, in contrast to conventional time series models such as ARIMAX.

**Figure 3:** Recurrent neural network structure for a multi-step-ahead forecast (two-step-ahead is used here for an example). The compressed layer is encoded by a series of RNN hidden layers from the input, and then decoded by another series of RNN hidden layers to produce an arbitrary output sequence length.

### 5 RESULTS

We test the performance of our models on the wind energy data described in section 3 and compare them with two benchmark models: (1) a feedforward artificial neural network that includes all the collected covariates, and (2) an ARIMAX model that includes the collected covariates as exogenous variables.

Prior to applying our proposed AR-ANN or RNN, we examined the temporal pattern of the wind energy output residuals after modeling with a feedforward artificial neural network. The autocorrelation function (ACF) and partial autocorrelation function (PACF) are shown in Figure 4, a representative figure that uses the data from farm 1.

It is clear that the residuals are autocorrelated, indicating that directly applying the feedforward artificial neural network has missed important temporal information. In addition, we observe
that the residual PACF has two lags of obvious partial autocorrelation and that the partial autocorrelation is significantly diminished beyond lag 2. We propose that this information is indicative of the length of historical information that we need to consider in both AR-ANN models and RNN models. To test our hypothesis, we use both AR-ANN and RNN models with different numbers of lags or history sequence lengths to make one-hour-ahead forecasts for a half-month period at the end of the dataset (2011 Dec. 15 to 2011 Dec. 31). We also check the residual ACF and PACF for the training dataset and compare them across different lags or history sequence lengths. The results are shown in Figure 5 through Figure 8.

Consistent with our hypothesis, the number of lags used in AR-ANN being equal to 2 or the history sequence length in RNN being equal to 2 is sufficient to remove residual autocorrelation.

We further examine whether removing residual autocorrelation helps improve the accuracy in one-step-ahead forecasting (one-hour-ahead in this example). The forecasting accuracy, measured by root mean squared error (RMSE) is shown in Figure 9.

The results show that when the number of lags in AR-ANN or the history sequence length in RNN is larger than 2, the forecasting performance reaches a plateau, which corresponds to the complete removal of residual autocorrelation. However, when the number of lags or the history sequence length is smaller, and the residual autocorrelation is not completely removed, as in Figure 5 and Figure

Figure 4: ACF and PACF for the residuals after modeling with a feedforward artificial neural network.

Figure 5: AR-ANN with lag1 of wind energy output used as a covariate.

Figure 6: AR-ANN with up to lag2 of wind energy output used as covariates.

Figure 7: RNN with history sequence length = 1
respectively, the forecasting is less accurate and might still be improved by increasing the number of lags or history sequence length.

**Figure 9: Average forecasting error of 7 farms across different history sequence length (number of lags). The shortest sequence length tested is 1 and longest is 24.**

After we know the appropriate history length or number of lags to include in the model, we can compare the forecasting performance of our proposed AR-ANN and RNN with the feedforward artificial neural network and ARIMAX. The results are included in Table 1. Apparently, including historical information either through an AR-ANN model or a RNN model can significantly improve forecasting accuracy over conventional ANN in one-step-ahead forecasting. ARIMAX, which also depends on observations at previous time steps, achieves smaller errors compared to ANN. This observation indicates that in a one-hour-ahead wind energy forecast, historical information plays an important role in forecasting accuracy.

**Table 1: One-Hour-Ahead Forecasting Errors**

<table>
<thead>
<tr>
<th>Models</th>
<th>ARIMAX</th>
<th>ANN</th>
<th>AR-ANN</th>
<th>RNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.0723</td>
<td>0.1701</td>
<td>0.0702</td>
<td>0.0704</td>
</tr>
</tbody>
</table>

Another important, yet very challenging, area in wind energy forecasting is day-ahead forecasting, which is crucial for grid balancing and operational planning [19]. To test our models in this application, we perform multi-step-ahead (24-hour-ahead) forecasting and compare with conventional methods. ARIMAX, AR-ANN, and RNN all depend on the wind energy output at previous time steps to make a forecast for the next time step. Thus in multi-step-ahead forecasting, predicted values from one-step-ahead forecast are plugged back into the model to forecast the next step. Doing this incurs the phenomenon called the "accumulation of error", especially for models that depend heavily on previous response variable values. As shown in Table 2, except for ANN, which doesn’t depend on response variables at a previous time step to make a forecast, all other models have increased forecasting errors. However, AR-ANN and RNN still show superior forecasting accuracy compared to ANN, probably because of the excellent accuracy that is achieved in the one-step-ahead forecast.

**Table 2: 24-Hour-Ahead Forecasting Errors**

<table>
<thead>
<tr>
<th>Models</th>
<th>ARIMAX</th>
<th>ANN</th>
<th>AR-ANN</th>
<th>RNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.194</td>
<td>0.170</td>
<td>0.151</td>
<td>0.148</td>
</tr>
</tbody>
</table>

Similarly, we investigate the impact of history sequence length or number of lags on a multi-step-ahead forecast in Figure 10. In contrast to one-step-ahead forecasting, the longer the history that is included in our model, the worse the performance in a multi-step-ahead forecast. This is because models that have long history sequence length rely more heavily on the response observations in previous time steps and thus are more susceptible to the "accumulation of error".

With the ability to perform sequence-to-sequence translation in RNN as described in Section 4.2, we can directly choose the output sequence length to be the forecast horizon (24 hours in this example). This will avoid doing recursive one-step ahead forecasting and thus the "accumulation of error". As shown for the RNN (seq-to-seq) case in Figure 10, different input lengths have minimum impact on forecasting accuracy when the sequence-to-sequence translation is used. Although in this 24-hour-ahead forecasting experiment, sequence-to-sequence translation doesn’t show superior performance compared to AR-ANN or RNN with recursive one-step-ahead forecasting (if an appropriate history length is chosen), it does provide a viable alternative in situations when the "accumulation of errors" is severe.

6 CONCLUSIONS

In this article, we propose and apply two temporally dependent neural network models, AR-ANN and RNN, for the wind energy forecasting problem. Both methods are designed to capture the temporal patterns of wind energy generation, and at the same time
model the complex relationship between weather covariates and wind energy output. The ACF and PACF analysis suggests that residual autocorrelation is an important indicator and a potential source of error for wind energy forecasting. The PACF plot also provides additional information for tuning the necessary length of the history to be included in the temporally dependent neural network models, mirroring the common practice in autoregressive moving average (ARMA) models. Both proposed models also achieve better forecasting performance in 1-hour-ahead and 24-hour-ahead wind energy forecasting, compared to conventional ANN and ARIMAX. In addition, we also use the sequence-to-sequence translation structure in RNN for multi-step-ahead forecasting, and we suggest it is a proper alternative to avoid the “accumulation of error” phenomenon.

The scope of this paper prevents us from extensively investigating additional benefits of the proposed models. One of these additional benefits over ARIMAX is from the computational aspect, where the structures of both AR-ANN and RNN allow for easy implementation of parallelization and scale up to large datasets that contain long time series. We will explore these benefits in future studies.
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