Abstract—In this paper we consider ad-hoc networks of robotic agents with double integrator dynamics. For such networks, the connectivity maintenance problems are: (i) do there exist control inputs for each agent to maintain network connectivity, and (ii) given desired controls for each agent, can one compute the closest connectivity-maintaining controls in a distributed fashion? The proposed solution is based on three contributions. First, we define and characterize admissible sets for double integrators to remain inside disks. Second, we establish an existence theorem for the connectivity maintenance problem by introducing a novel state-dependent graph, called the double-integrator disk graph. Finally, we design a distributed “flow-control” algorithm to compute optimal connectivity-maintaining controls.

I. INTRODUCTION

This work is a contribution to the emerging discipline of motion coordination for ad-hoc networks of mobile autonomous agents. This loose terminology refers to groups of robotic agents with limited mobility and communication capabilities. In the not too distant future, these groups of coordinated devices will perform a variety of challenging tasks including search and recovery operations, surveillance, exploration and environmental monitoring. The potential advantages of employing arrays of agents have recently motivated vast interest in this topic. For example, from a control viewpoint, a group of agents inherently provides robustness to failures of single agents or of communication links.

The motion coordination problem for groups of autonomous agents is a control problem in the presence of communication constraints. Typically, each agent makes decisions based only on partial information about the state of the entire network that is obtained via communication with its immediate neighbors. One important difficulty is that the topology of the communication network depends on the agents’ locations and, therefore, changes with the evolution of the network. In order to ensure a desired emergent behavior for a group of agents, it is necessary that the group does not disintegrate into subgroups that are unable to communicate with each other. In other words, some restrictions must be applied on the movement of the agents to ensure connectivity among the members of the group. In terms of design, it is required to constrain the control input such that the resulting topology maintains connectivity throughout its course of evolution. In [1], a connectivity constraint was developed for a group of agents modeled as first-order discrete time dynamic systems. In [1] and in the related references [2], [3], this constraint is used to solve rendezvous problems. Connectivity constraints for line-of-sight communication are proposed in [4]. Another approach to connectivity maintenance for first-order systems is proposed in [5]. In this paper we fully characterize the set of admissible control inputs for a group of agents modeled as second order discrete time dynamic systems, which would ensure connectivity of the group in the same spirit as described earlier.

The contributions of the paper are threefold. First, we consider a control system consisting of a double integrator with bounded control inputs. For such a system, we define and characterize the admissible set that allows the double integrator to remain inside disks. Second, we define a novel state-dependent graph—the double-integrator disk graph—and give an existence theorem for the connectivity maintenance problem for networks of second order agents with respect to an appropriate version of this new graph. Finally, we consider a relevant optimization problem, where given a set of desired control inputs for all the agents it is required to find the optimal set of connectivity-maintaining control inputs. We cast this problem into a standard quadratic programming problem and provide a distributed “flow-control” algorithm to solve it.

II. PRELIMINARY DEVELOPMENTS

We begin with some notations. We let $\mathbb{N}$, $\mathbb{N}_0$, and $\mathbb{R}_+$ denote the natural numbers, the non-negative integer numbers, and the positive real numbers, respectively. For $d \in \mathbb{N}$, we let $0_d$ and $1_d$ denote the vectors whose entries are all 0 and 1, respectively. We let $\|p\|$ denote the Euclidean norm of $p \in \mathbb{R}^d$. For $r \in \mathbb{R}_+$ and $p \in \mathbb{R}^d$, we let $B(p,r)$ denote the closed ball centered at $p$ with radius $r$, i.e., $B(p,r) = \{ q \in \mathbb{R}^d \mid \| p - q \| \leq r \}$. For $x,y \in \mathbb{R}^d$, we let $x \preceq y$ denote component-wise inequality, i.e., $x_k \leq y_k$ for $k \in \{1, \ldots, d\}$. We let $f : A \subseteq B$ denote a set-valued map; in other words, for each $a \in A$, $f(a)$ is a subset of $B$.

A. Maintaining a double integrator inside a disk

For $t \in \mathbb{N}_0$, consider the discrete-time control system in $\mathbb{R}^{2d}$

\begin{align}
    p[t+1] &= p[t] + v[t], \\
    v[t+1] &= u[t] + u[t],
\end{align}

where the norm of the control is upper-bounded by $r_{ct} \in \mathbb{R}_+$, i.e., $u[t] \in B(0_d, r_{ct})$ for $t \in \mathbb{N}_0$. We refer to this control
system as the \textit{discrete-time double integrator} in $\mathbb{R}^d$ or, more loosely, as a \textit{second-order system}. Given $(p, v) \in \mathbb{R}^d$ and \((u_T \cap t \in \mathbb{N}_0 \subseteq \mathbb{B}(0, r_{\text{ctr}}))\), let $\phi(t, (p, v), \{u_T\})$ denote the solution of \(1\) at time $t \in \mathbb{N}_0$ from initial condition $(p, v)$ with inputs $u_1, \ldots, u_{t-1}$.

In what follows we consider the following problem: assume that the initial position of $(1)$ is inside a disk centered at $0_d$, find inputs that keep it inside that disk. This task is impossible for general values of the initial velocity. In what follows we identify assumptions on the initial velocity that render the task possible.

For $r_{\text{pos}} \in \mathbb{R}_+$, we define the \textit{admissible set at time zero} by
\begin{equation}
\mathcal{A}^d_0(r_{\text{pos}}) = \mathcal{B}(0_d, r_{\text{pos}}) \times \mathbb{R}^d.
\end{equation}

For $r_{\text{pos}}, r_{\text{ctr}} \in \mathbb{R}_+$, we define the \textit{admissible set} by
\begin{equation}
\mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}}) = \{ (p, v) \in \mathbb{R}^{2d} \mid \exists \{u_T\} \cap t \in \mathbb{N}_0 \subseteq \mathcal{B}(0_d, r_{\text{ctr}}) \text{ s.t. } \phi(t, (p, v), \{u_T\}) \in \mathcal{A}^d_0(r_{\text{pos}}), \forall t \in \mathbb{N}_0 \},
\end{equation}
and the \textit{admissible set for $m$ time steps} by
\begin{equation}
\mathcal{A}^d_m = \{ (p, v) \in \mathbb{R}^{2d} \mid \exists \{u_T\} \cap t \in [0, m-1] \subseteq \mathcal{B}(0_d, r_{\text{ctr}}) \text{ s.t. } \phi(t, (p, v), \{u_T\}) \in \mathcal{A}^d_0(r_{\text{pos}}), \forall t \in [0, m] \}.
\end{equation}

The following theorem characterizes the admissible set.

\textbf{Theorem 2.1:} For all $d \in \mathbb{N}$ and $r_{\text{pos}}, r_{\text{ctr}} \in \mathbb{R}_+$, the following statements hold:

(i) for all $m \in \mathbb{N}$, $\mathcal{A}^d_m \subseteq \mathcal{A}^d_{m-1}$ and there exists $\mathcal{A}^d_{\text{m}}$, such that $\mathcal{A}^d_m = \mathcal{A}^d_{\text{m}}$, for all $m \geq m$;
(ii) $\mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}}) = \lim_{m \to +\infty} \mathcal{A}^d_{\text{m}}$;
(iii) $\mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}})$ is a convex, compact set and is the largest controlled-invariant subset of $\mathcal{A}^d_0(r_{\text{pos}})$.

(iv) $\mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}})$ is invariant under orthogonal transformations in the sense that, if $(p, v) \in \mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}})$, then also $(Rp, Rv) \in \mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}})$ for all orthogonal matrices $R$ in $\mathbb{R}^{d \times d}$;
(v) if $0 < r_1 < r_2$, then $\mathcal{A}^d(r_{\text{pos}}, r_1) \subseteq \mathcal{A}^d(r_{\text{pos}}, r_2)$ and $\mathcal{A}^d(0_d, r_{\text{ctr1}}) \subseteq \mathcal{A}^d(0_d, r_{\text{ctr2}})$.

Next, we study the set-valued map that associates to each state in $\mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}})$ the set of control inputs that keep the state inside $\mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}})$ in one step. We define the \textit{admissible control set} $\mathcal{U}^d(r_{\text{pos}}, r_{\text{ctr}}) : \mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}}) \Rightarrow \mathcal{B}(0_d, r_{\text{ctr}})$ by
\begin{equation}
\mathcal{U}^d(r_{\text{pos}}, r_{\text{ctr}})(p, v) = \{ u \in \mathcal{B}(0_d, r_{\text{ctr}}) \mid (p + v, v + u) \in \mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}}) \},
\end{equation}
or, equivalently,
\begin{equation}
\mathcal{U}^d(r_{\text{pos}}, r_{\text{ctr}})(p, v) = \mathcal{B}(0_d, r_{\text{ctr}}) \cap \{ w - v \mid (p + v, w) \in \mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}}) \}.
\end{equation}

\textbf{Lemma 2.2:} For all $(p, v) \in \mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}})$, the set $\mathcal{U}^d(r_{\text{pos}}, r_{\text{ctr}})(p, v)$ is non-empty, convex and compact. For generic $(p, v)$, the set $\mathcal{U}^d(r_{\text{pos}}, r_{\text{ctr}})(p, v)$ does not contain $0_d$.

\textbf{B. Computing admissible sets}

We characterize $\mathcal{A}^d$ for $d = 1$ in the following result and we illustrate the outcome in Figure 1.

\textbf{Lemma 2.3:} For $r_{\text{pos}}, r_{\text{ctr}} \in \mathbb{R}_+$, $\mathcal{A}^1(r_{\text{pos}}, r_{\text{ctr}})$ is the polytope containing the points $(p, v) \in \mathbb{R}^2$ satisfying
\begin{equation}
\frac{r_{\text{pos}}}{m} - \frac{m - 1}{2} r_{\text{ctr}} \leq v + \frac{p}{m} \leq \frac{r_{\text{pos}}}{m} + \frac{m - 1}{2} r_{\text{ctr}},
\end{equation}
for all $m \in \mathbb{N}$, and $-r_{\text{pos}} \leq p \leq r_{\text{pos}}$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{The admissible set $\mathcal{A}^1$ for generic values of $r_{\text{pos}}$ and $r_{\text{ctr}}$.}
\end{figure}

\textbf{Remark 2.4:} The methodology for constructing $\mathcal{A}^1(r_{\text{pos}}, r_{\text{ctr}})$ closely follows the procedure for constructing the so-called \textit{isochronic regions} using principles from discrete-time optimal control, as outlined in [6].

Next, we introduce some definitions useful to provide an inner approximation of $\mathcal{A}^d$ when $d \geq 2$. Given $p \in \mathbb{R}^d$ and $v \in \mathbb{R}^d \setminus \{0_d\}$, define $p_{\parallel} \in \mathbb{R}$ and $p_{\perp} \in \mathbb{R}^d$ by
\begin{equation}
p = p_{\parallel} \frac{v}{\|v\|} + p_{\perp},
\end{equation}
where $p_{\perp} \cdot v = 0$. For $r_{\text{pos}}, r_{\text{ctr}} \in \mathbb{R}_+$, define
\begin{equation}
\mathcal{A}^d_{\parallel}(r_{\text{pos}}, r_{\text{ctr}}) = \{ (p, v) \in \mathcal{B}(0_d, r_{\text{pos}}) \times \mathbb{R}^d \mid v = 0_d \text{ or } \{p_{\parallel}, \|v\|\} \in \mathcal{A}^1(\sqrt{r_{\text{pos}}^2 - \|p_{\perp}\|^2}, r_{\text{ctr}}) \}.
\end{equation}

\textbf{Lemma 2.5:} For $r_{\text{pos}}, r_{\text{ctr}} \in \mathbb{R}_+$, \(i\) $\mathcal{A}^1_{\parallel}(r_{\text{pos}}, r_{\text{ctr}})$ is a subset of $\mathcal{A}^d(r_{\text{pos}}, r_{\text{ctr}})$, and \(i\) $\mathcal{A}^d_{\parallel}(r_{\text{pos}}, r_{\text{ctr}})$ is convex and compact.

\textbf{Remark 2.6:} In what follows we silently adopt the inner approximation $\mathcal{A}^d_{\parallel}$ for the set $\mathcal{A}^d$ anytime $d \geq 2$. Furthermore, we perform computations by adopting inner polytopic representations for the various compact convex sets.

\textbf{C. The double-integrator disk graph}

Let us introduce some concepts about state dependent graphs and some useful examples. For a set $X$, let $\mathcal{F}(X)$ be the collection of finite subsets of $X$; e.g., $\mathcal{P} \in \mathcal{F}(\mathbb{R}^d)$ is a set of points. For a set $X$, let $G(X)$ be the set of undirected graphs whose vertices are elements of $X$, i.e., whose vertex set belongs to $\mathcal{F}(X)$. For a set $X$, a \textit{state dependent graph} on $X$ is a map $G : \mathcal{F}(X) \to G(X)$ that associates to a finite subset $V$ of $X$ an undirected graph with vertex set $V$ and
edge set $\mathcal{E}(V)$ where $\mathcal{E}(V) : \mathbb{F}(X) \rightarrow \mathbb{F}(X \times X)$ satisfies $\mathcal{E}(V) \subseteq V \times V$. In other words, what edges exist in $\mathcal{G}(V)$ depends on the elements of $V$ that constitute the nodes.

The following three examples of state dependent graphs play an important role. First, given $r_{pos} \in \mathbb{R}^+$, the disk graph $\mathcal{G}_{disk}(r_{pos})$ is the state dependent graph on $\mathbb{R}^d$ defined as follows: for $\{p_1, \ldots, p_n\} \subseteq \mathbb{R}^d$, the pair $(p_i, p_j)$ is an edge in $\mathcal{G}_{disk}(r_{pos})(\{p_1, \ldots, p_n\})$ if and only if $p_i - p_j \in B(0_d, r_{pos})$. Second, given $r_{pos}, r_{ctr} \in \mathbb{R}^+$, the double-integrator disk graph $\mathcal{G}_{di-disk}(r_{pos}, r_{ctr})$ is the state dependent graph on $\mathbb{R}^{2d}$ defined as follows: for $\{(p_i, v_1), \ldots, (p_n, v_n)\} \subseteq \mathbb{R}^{2d}$, the pair $((p_i, v_j), (p_j, v_j))$ is an edge if and only if the relative positions and velocities satisfy

$$(p_i - p_j, v_i - v_j) \in A^d(r_{pos}, r_{ctr}).$$

Third, it is convenient to define the disk graph also as a state dependent graph on $\mathbb{R}^d$ by stating that $((p_i, v_i), (p_j, v_j))$ is an edge if and only if $(p_i, p_j)$ is an edge of the disk graph on $\mathbb{R}^d$. We illustrate the first two graphs in Figure 2.

![Fig. 2. The disk graph and the double-integrator disk graph in $\mathbb{R}^2$ for 20 agents with random positions and velocities.](image)

### III. Connectivity constraints among second-order agents

In this section we state the model, the notion of connectivity, and a sufficient condition that guarantees connectivity can be preserved.

#### A. Networks of robotic agents with second-order dynamics and the connectivity maintenance problem

We begin by introducing the notion of network of robotic agents with second-order dynamics in $\mathbb{R}^d$. Let $n$ be the number of agents. Each agent has the following computation, motion control, and communication capabilities. For $i \in \{1, \ldots, n\}$, the $i$th agent has a processor with the ability of allocating continuous and discrete states and performing operations on them. The $i$th agent occupies a location $p_i \in \mathbb{R}^d$, moves with velocity $v_i \in \mathbb{R}^d$, according to the discrete-time double integrator dynamics in (1), i.e.,

$$p_i[t + 1] = p_i[t] + v_i[t],$$

$$v_i[t + 1] = v_i[t] + u_i[t],$$

where the norm of all controls $u_i[t], i \in \{1, \ldots, n\}, t \in \mathbb{N}_0$, is upper-bounded by $r_{ctr} \in \mathbb{R}^+$. The processor of each agent has access to the agent location and velocity. Each agent can transmit information to other agents within a distance $r_{cmn} \in \mathbb{R}^+$. We remark that the control bound $r_{ctr}$ and the communication radius $r_{cmn}$ are the same for all agents.

We now state the control design problem of interest.

**Problem 3.1 (Connectivity Maintenance):** Choose a state dependent graph $\mathcal{G}_{target}$ on $\mathbb{R}^{2d}$ and design (state dependent) control constraints sets with the following property: if each agent’s control takes values in the control constraint set, then the agents move in such a way that the number of connected components of $\mathcal{G}_{target}$ (evaluated at the agents’ states) does not increase with time.

This objective is to be achieved with the limited information available through message exchanges between agents.

#### B. A known result for agents with first-order dynamics

In [1], a connectivity constraint was developed for a set of agents modeled by first-order discrete-time dynamics:

$$p_i[t + 1] = p_i[t] + u_i[t].$$

Here the graph whose connectivity is of interest, is the disk graph $\mathcal{G}_{disk}(r_{cmn})$ over the vertices $\{p_1[t], \ldots, p_n[t]\}$. Network connectivity is maintained by restricting the allowable motion of each agent. In particular, it suffices to restrict the motion of each agent as follows. If agents $i$ and $j$ are neighbors in the $r_{cmn}$-disk graph $\mathcal{G}_{disk}(r_{cmn})$ at time $t$, then their positions at time $t + 1$ are required to belong to $B\left(\frac{p_j[t] + p_j[t]}{2}, \frac{r_{cmn}}{2}\right)$. In other words, connectivity between $i$ and $j$ is maintained if

$$u_i[t] \in B\left(\frac{p_j[t] - p_i[t]}{2}, \frac{r_{cmn}}{2}\right),$$

$$u_j[t] \in B\left(\frac{p_i[t] - p_j[t]}{2}, \frac{r_{cmn}}{2}\right).$$

The constraint is illustrated in Figure 3.

![Fig. 3. Starting from $p_i$ and $p_j$, the agents are restricted to move inside the disk centered at $\frac{p_j + p_i}{2}$ with radius $\frac{r_{cmn}}{2}$.](image)
either $G_{\text{disk}}(r_{\text{cmm}})$ on $\mathbb{R}^{2d}$ or $G_{\text{di-disk}}(r_{\text{cmm}}, 2r_{\text{ctr}})$. There exist states \( \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}} \) such that

(i) the graph $G_{\text{target}}$ at \( \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}} \) is connected, and

(ii) for all \( \{(u_i)\}_{i \in \{1, \ldots, n\}} \subseteq \overline{B}(0_d, r_{\text{ctr}}) \), the graph $G_{\text{target}}$ at \( \{(p_i + u_i, v_i + u_i)\}_{i \in \{1, \ldots, n\}} \) is disconnected.

**Remark 3.3:** The result in Lemma 3.2 on the double integrator graph has the following interpretation. Assume that agent $i$ has two neighbors $j$ and $k$ in the graph $G_{\text{di-disk}}(r_{\text{cmm}}, r_{\text{ctr}})$. By definition of the neighboring law for this graph, we know that there exists bounded controls for $i$ and $j$ to maintain the \((p_i, v_i), (p_j, v_j)\) link and that there exists bounded controls for $i$ and $k$ to maintain the \((p_i, v_i), (p_k, v_k)\) link. The lemma states that, for some states of the agents $i, j,$ and $k,$ there might not exist controls that maintain both links simultaneously.

The following theorem suggests that an appropriate scaling of the control bound is helpful in identifying a suitable state dependent graph for Problem 3.1.

**Theorem 3.4:** [A scaled double-integrator disk graph is suitable] Consider a network of $n$ agents with double integrator dynamics (6) in $\mathbb{R}^d$. Let $r_{\text{cmm}}$ be the communication range and let $r_{\text{ctr}}$ be the control bound. Take

\[
\nu \in \left[0, \frac{2}{\sqrt{d(n-1)}}\right].
\]

Then the following statements hold:

(i) For all states \( \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}} \) such that the graph $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$ is connected at \( \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}} \), there exists \( \{(u_i)\}_{i \in \{1, \ldots, n\}} \subseteq \overline{B}(0_d, r_{\text{ctr}}) \), such that the graph $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$ is also connected at \( \{(p_i + u_i, v_i + u_i)\}_{i \in \{1, \ldots, n\}} \).

(ii) Let $T$ be a spanning tree of $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$ at \( \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}} \). Then, there exists \( \{(u_i)\}_{i \in \{1, \ldots, n\}} \subseteq \overline{B}(0_d, r_{\text{ctr}}) \), such that, for all edges \( \{(p_i, v_i), (p_j, v_j)\} \) of $T$, it holds that \( \{(p_i + u_i, v_i + u_i), (p_j + v_j, v_j + u_j)\} \) is an edge in $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$ at \( \{(p_i + v_i, v_i + u_i)\}_{i \in \{1, \ldots, n\}} \).

These results are based upon Shostak’s Theory for systems of inequalities, as exposed in [7]. We postpone the proof to a forthcoming technical report.

**Remark 3.5:** [One-hop distributed computation of connectivity] Each agent can compute its neighbors in the graph $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$ just by communicating with its neighbors in $G_{\text{disk}}(r_{\text{cmm}})$ and exchanging with them position and velocity information.

**Remark 3.6:** If $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$ at \( \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}} \) is not connected, then the above theorem applies to its connected components. Without loss of generality, we assume this graph to be connected in what follows.

**D. The control constraint set and its polytopic representation**

We now concentrate on two agents with indices $i$ and $j$. For $t \in \mathbb{N}_0$, we define the relative position, velocity and control by $p_{ij}[t] = p_i[t] - p_j[t], v_{ij}[t] = v_i[t] - v_j[t]$ and $u_{ij}[t] = u_i[t] - u_j[t]$, respectively. It is easy to see that

\[
p_{ij}[t + 1] = p_{ij}[t] + v_{ij}[t], \quad v_{ij}[t + 1] = v_{ij}[t] + u_{ij}[t].
\]

Assume that agents $i, j$ are connected in $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$ at time $t$. By definition, this means that the relative state \( (p_{ij}[t], v_{ij}[t]) \) belongs to $A^d(r_{\text{cmm}}, \nu r_{\text{ctr}})$. If this connection is to be maintained at time $t + 1$, then the relative control at time $t$ must satisfy

\[
u_i[t] - u_j[t] \in U^d(r_{\text{cmm}}, \nu r_{\text{ctr}}) \cdot (p_{ij}[t], v_{ij}[t]).\]

(7)

Also, implicit are the following bounds on individual control inputs $u_i[t]$ and $u_j[t]$:

\[
u_i[t] \in \overline{B}(0_d, r_{\text{ctr}}), \quad u_j[t] \in \overline{B}(0_d, r_{\text{ctr}}).
\]

(8)

This discussion motivates the following definition.

**Definition 3.7:** Given $r_{\text{cmm}}, r_{\text{ctr}}, \nu \in \mathbb{R}_+$ and given a set $E$ of edges in $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$ at \( \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}} \), the control constraint set is defined by

\[
U_E^d(r_{\text{cmm}}, r_{\text{ctr}}, \nu) \cdot \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}} = \{(u_1, \ldots, u_n) \in \overline{B}(0_d, r_{\text{ctr}})^n \mid \forall (p_i, v_i), (p_j, v_j) \in E, \nu_i - u_j \in U^d(r_{\text{cmm}}, \nu r_{\text{ctr}}) \cdot (p_i - p_j, v_i - v_j)\}.
\]

**Remark 3.8:** The control constraint set for an edge set $E$ is the set of controls for each agent with the property that all edges in $E$ will be maintained in one time step.

**Remark 3.9:** We can now interpret the results in Theorem 3.4 as follows.

(i) To maintain connectivity between any pair of connected agents, we should simultaneously handle constraints corresponding to all edges of $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$. This might render the control constraint set empty.

(ii) However, if we only consider constraints corresponding to edges belonging to a spanning tree $T$ of $G_{\text{di-disk}}(r_{\text{cmm}}, \nu r_{\text{ctr}})$, then the set $U_T^d(r_{\text{cmm}}, \nu r_{\text{ctr}}) \cdot \{(p_i, v_i)\}_{i \in \{1, \ldots, n\}}$ is guaranteed to be nonempty.

Let us now provide a concrete representation of the control constraint set. Given a pair $i, j$ of connected agents, the admissible control set $U_T^d(r_{\text{cmm}}, \nu r_{\text{ctr}}) \cdot (p_{ij}, v_{ij})$ is convex and compact (Lemma 2.2). Hence, we can fit a polytope with $N_{\text{poly}}$ sides inside it. This approximating polytope leads to the following tighter version of the constraint in (7):

\[
(C_0^n)^T (u_i - u_j) \leq w_0^n, \quad \eta \in \{1, \ldots, N_{\text{poly}}\},
\]

(9)

for some appropriate vector $C_0^n \in \mathbb{R}^d$ and scalar $w_0^n \in \mathbb{R}$. Similarly, one can compute an inner polytopic approximation of the ball $\overline{B}(0_d, r_{\text{ctr}})$ and write the following linear vector inequalities:

\[
(C_0^n)^T u_i \leq w_0^n, \quad \eta \in \{1, \ldots, N_{\text{poly}}\}.
\]

(10)

where the symbol $\theta$ has the interpretation of a fictional agent.

In this way, we have cast the original problem of finding a set of feasible control inputs into a satisfiability problem for a set of linear inequalities.

**Remark 3.10:** Rather than a network-wide control constraint set, one might like to obtain decoupled constraint sets for each individual agent. However, (1) it is not clear how to design a distributed algorithm to perform this computation,
(2) such an algorithm will likely have large communication requirements, and (3) such a calculation might lead to a very conservative estimate for the decoupled control constraint sets. Therefore, rather than explicitly decoupling the control constraint sets, we next focus on a distributed algorithm to search the control constraint set for feasible controls that are optimal according to some criterion.

IV. DISTRIBUTED COMPUTATION OF OPTIMAL CONTROLS

In this section we formulate and solve the following optimization problem: given an array of desired control inputs $U_{\text{des}} = (u_{\text{des},1}, \ldots, u_{\text{des},n})^T \in (\mathbb{R}^d)^n$, find, via local computation, the array $U = (u_1, \ldots, u_n)$ belonging to the control constraint set, that is closest to the desired array $U_{\text{des}}$. To formulate this problem precisely, we need some additional notations. Let $E$ be a set of edges in the undirected graph $G_{\text{di-disk}}(r_{\text{cnn}}, \nu_{\text{cnn}})$ at $\{ (p_i, v_i) \}_{i \in \{1, \ldots, n\}}$. To deal with the linear inequalities of the form (9) and (10) associated to each edge of $E$, we introduce an appropriate multigraph. A multigraph (or multiple edge graph) is, roughly speaking, a graph with multiple edges between the same vertices. More formally, a multigraph is a pair $(V, E)$, where $V$ is the vertex set and the edge set $E$ contains numbered edges of the form $(i, j, \eta)$, for $i, j \in V$ and $\eta \in \mathbb{N}$, and where $E$ has the property that if $(i, j, \eta) \in E$ and $\eta > 1$, then also $(i, j, \eta - 1) \in E$. Two edges $e_1$ and $e_2$ of a multigraph are parallel if $e_1 = (v_i, v_j, \eta)$ and $e_2 = (v_i, v_j, \eta_2)$, i.e., if they share the same vertices. With this definition in hand, let $E_{\text{mult}} = \{(i, j, \eta) \in \{1, \ldots, n\}^2 \times \{1, \ldots, N_{\text{poly}}\} \mid (p_i, v_i), (p_j, v_j) \in E, \ i > j \}$ and define $G_{\text{mult}} = (\{1, \ldots, n\}, E_{\text{mult}})$. Note that to each element $(i, j, \eta) \in E_{\text{mult}}$ is associated the inequality $(C^n_{ij})^T (u_i - u_j) \leq w^n_{ij}$. We are now ready to formally state the optimization problem at hand in the form of the following quadratic programming problem:

\begin{equation}
\begin{aligned}
\text{minimize} & \quad \frac{1}{2} \sum_{i=1}^n \| u_i - u_{\text{des},i} \|^2, \\
\text{subject to} & \quad (C^n_{ij})^T (u_i - u_j) \leq w^n_{ij}, \text{ for } (i, j, \eta) \in E_{\text{mult}}, \\
& \quad (C^n_{ij})^T u_i \leq w^n_{i\theta}, \\
& \quad \text{for } i \in \{1, \ldots, n\}, \eta \in \{1, \ldots, N_{\text{poly}}\}. 
\end{aligned}
\end{equation}

Here, somehow arbitrarily, we have adopted the 2-norm to define the cost function.

Remark 4.1: If $E$ is a spanning tree of $G_{\text{di-disk}}(r_{\text{cnn}}, \nu_{\text{cnn}})$ at a connected configuration $\{ (p_i, v_i) \}_{i \in \{1, \ldots, n\}}$, then the control constraint set $U_{E}^d(\nu_{\text{cnn}}, r_{\text{cnn}}) \cdot \{ (p_i, v_i) \}_{i \in \{1, \ldots, n\}}$ is guaranteed to be non-empty by Theorem 3.4. In turn, this implies that the optimization problem (11) is feasible. □

The above problem can be written in a compact form as:

\begin{equation}
\begin{aligned}
\text{minimize} & \quad \frac{1}{2} \| U - U_{\text{des}} \|^2, \\
\text{subject to} & \quad B^T_{\text{mult}} U \leq w, 
\end{aligned}
\end{equation}

for appropriately defined matrix $B_{\text{mult}}$ and vector $w$.

A. Solution via duality: Linearized projected Jacobi method

The quadratic programming problem stated in (12) can be written into its equivalent standard form as:

\begin{equation}
\begin{aligned}
\text{minimize} & \quad \frac{1}{2} U^T U - U_{\text{des}}^T U, \\
\text{subject to} & \quad B^T_{\text{mult}} U \leq w.
\end{aligned}
\end{equation}

The solution to this problem relies on using duality theory and is obtained by employing a technique which is known as the linearized projected Jacobi method in the literature on network flow control problems (IB, Section 3.4). Accordingly, let $\lambda^*$ be the value of Lagrange multipliers at optimality. Then the global minimum for $U$ is achieved at

\begin{equation}
U^* = U_{\text{des}} - B_{\text{mult}} \lambda^*.
\end{equation}

The linearized projected Jacobi iteration for each component of $\lambda$ is given by

\begin{equation}
\begin{aligned}
\lambda_\alpha(t + 1) = \max \left\{ \lambda_\alpha(t) - \frac{\tau}{N_{\text{poly}}(\epsilon + \eta)} \sum_{\beta=1}^{N_{\text{poly}}(\epsilon + \eta)} (B^T_{\text{mult}} \lambda^*_{\beta})(t), 0 \right\},
\end{aligned}
\end{equation}

where $\alpha \in \{1, \ldots, N_{\text{poly}}(\epsilon + \eta)\}$ and $\tau$ is the step-size parameter. We can select $\tau = \frac{1}{N_{\text{poly}}(\epsilon + \eta)}$ to guarantee convergence.

B. A distributed implementation of the dual algorithm

Because of the particular structure of the matrix $B^T_{\text{mult}} B_{\text{mult}}$, the iterations (14) can be implemented in a distributed way over the original graph $G$. To highlight the distributed structure of the iteration we denote the components of $\lambda$ by referring to the nodes that they share and the inequality they are related to. In particular for each edge in $G_{\text{mult}}$, the corresponding Lagrange multiplier will be denoted as $\lambda^n_{ij}$ if the edge goes from node $i$ to node $j$, $i > j$, and it is associated to the inequality constraint $C^n_{ij}(u_i - u_j) \leq w^n_{ij}$. This makes up the first $N_{\text{poly}} \epsilon$ entries of the vector $\lambda$. To be consistent with this notation, the next $N_{\text{poly}} \theta$ entries will be denoted as $\lambda^n_{i\theta}, \ldots, \lambda^n_{N_{\text{poly}} \theta}$, and so on. Additionally, define $N(i) = \{ j \in \{1, \ldots, n\} \mid \{ p(i), p(j) \} \in E \} \cup \{ \emptyset \}$. The symbol $\theta$ has the interpretation of a fictional node.

Defining $\lambda^n_{ij} := \lambda^n_{ij}$ for $i < j$, we can write equations (13) and (14) in components as follows. Equation (13) reads, for $i \in \{1, \ldots, n\}$,

\begin{equation}
u_i^* = u_{\text{des},i} + \sum_{k \in N(i)} \sum_{\eta=1}^{N_{\text{poly}}} C^n_{ik} \lambda_{\eta}^*.
\end{equation}

One can easily work an explicit expression for matrix product $B^T_{\text{mult}} B_{\text{mult}}$ in (14). Then, equation (14) reads, for
\( (i, j, \eta) \in E_{\text{mult}} \)

\[
\lambda_{ij}^\eta(t + 1) = \max \left\{ 0, \lambda_{ij}^\eta(t) - \frac{\tau}{2(C_{ij}^\eta)^T C_{ij}^\eta} \left( \sum_{k \in N(i)} \sum_{\sigma = 1}^{N_{\text{poly}}} (C_{ik}^\sigma)^T C_{ik}^\sigma \lambda_{ik}^\sigma + \sum_{k \in N(j)} \sum_{\sigma = 1}^{N_{\text{poly}}} (C_{jk}^\sigma)^T C_{jk}^\sigma \lambda_{jk}^\sigma \right) + (C_{ij}^\eta)^T (u_{\text{des},i} - u_{\text{des},j}) - w_{ij}^\eta \right\},
\]

together with, for \( i = \{1, \ldots, n\} \), \( \eta = \{1, \ldots, N_{\text{poly}}\} \)

\[
\lambda_{i0}^\eta(t + 1) = \max \left\{ 0, \lambda_{i0}^\eta(t) - \frac{\tau}{(C_{i0}^\eta)^T C_{i0}^\eta} \right\} \left( \sum_{k \in N(i)} \sum_{\sigma = 1}^{N_{\text{poly}}} (C_{ik}^\sigma)^T \lambda_{ik}^\sigma + (C_{i0}^\eta)^T u_{\text{des},i} - w_{i0}^\eta \right),
\]

\textbf{Remark 4.2:} We distribute the task of running iterations for these \( N_{\text{poly}}(e + n) \) Lagrange multipliers among the \( n \) agents as follows: an agent \( i \) carries out the updates for all quantities \( \lambda_{ij}^\eta \) and all \( \lambda_{ij}^\eta \) for which \( i > j \). By means of this partition and one-hop communication, we find the global solution for the optimization problem (11) in a distributed fashion over the double integrator disk graph.

\section{V. Simulations}

To illustrate our analysis we focus on the following scenario. For the two dimensional setting, i.e. for \( d = 2 \), we assume that there are \( n = 5 \) agents with (randomly chosen) initial condition and such that they are connected according to \( G_{\text{di-disk}} \). The bound for the control input is \( r_{\text{ctr}} = 2 \) and the communication radius is \( r_{\text{comm}} = 10 \).

We assigned to one of the agents a derivative feedback control \( u_x[p, v] = (v_x - 2) \), \( u_y[p, v] = (v_y - 5) \) as desired input. For the other agents the desired input is set to zero. The interesting aspect of this simulation, which opens the perspective to new results in the area of flocking, is that the maintenance of connectivity can lead to the accomplishments of a coordination task as the flocking. We show the velocities \( (v_x \) and \( v_y \)) of the agents with respect to time, see Figure 4, and the distances between agents which are neighbors in the spanning tree, see Figure 5. Notice that the agents flock reaching a configuration in which all of them are at the limit distance \( r_{\text{comm}} = 10 \).

\section{VI. Conclusion}

We provide some distributed algorithms to enforce connectivity among networks of agents with double-integrator dynamics. Future directions of research include (i) evaluating the communication complexity of the proposed distributed dual algorithm and possibly designing faster ones, (ii) studying the relationship between the connectivity maintenance problem and the platooning and mesh stability problem, and (iii) investigating the flocking phenomenon and designing flocking algorithms which do not rely on a blanket assumption of connectivity.
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