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Abstract—The demand for wireless bandwidth is rising to unprecedented levels. The industry has responded with the inclusion of advanced PHY techniques, most notably multi-user (MU) MIMO, in the most recent WiFi and LTE standards. However, despite the theoretical promise for large multiplexing gains, in practice the rate gains are modest due to a combination of large overhead to collect channel state information and not-so-well-conditioned channel matrices.

In this paper we propose to replace omni-directional antennas with inexpensive switched-beam antennas to produce well-conditioned channel matrices for MU-MIMO purposes with very low overhead. Remarkably, experimental results with both software defined radios and commercial WiFi chipsets show that, when appropriate antenna modes are used, this leads to a 3.5x-5x average throughput improvement in indoor environments. What is more, our backward compatible protocol extension coupled with an efficient algorithm to select appropriate antenna modes, achieve the aforementioned gains with almost zero overhead.

I. INTRODUCTION

The rapid increase in the quantity and capability of consumer mobile wireless devices has accelerated the growth in demand for wireless bandwidth tremendously. The US government has responded to this wireless bandwidth crunch with an effort to release new spectrum for wireless communications and promote spectrum sharing technologies. The industry has responded with including in the latest standards novel, highly promising PHY techniques. Most notably, MU-MIMO was included in the latest WiFi and LTE standards, 802.11ac and LTE-Advanced, and implemented in the 2nd wave of 802.11ac chipsets.

In theory, MU-MIMO offers significant spatial multiplexing gains: a transmitter with $n$ antennas may concurrently transmit to $n$ users, yielding an $n$ times performance gain. In practice however, this requires the collection of instantaneous channel state information (CSI) from the $n$ users and a corresponding channel matrix which is well-conditioned [1], [2]. Since it is rarely the case that a randomly selected set of $n$ users will yield a well-conditioned channel matrix, more than $n$ users need to be probed [3], [4]. But, unfortunately, the overhead to collect instantaneous CSI is so large that the industry has settled with probing $n$ users only, and, in the likely event that the resulting channel matrix is not well-conditioned, go for a smaller than $n$ multiplexing gain.

In this paper we propose to use inexpensive switched-beam antennas in place of typical omni-directional antennas at transmitters to pre-condition the channel and ensure that the channel matrix of any random selection of users is well conditioned. Pre-conditioning the channel with analog front ends is not a new idea, see, for example, [5], [6]. However, we do so using inexpensive antennas that can find their way in commercial WiFi access points (APs), and, more importantly, not only conduct extensive experiments using software defined radios (SDRs) and commercial chipsets showcasing under real world conditions that we can achieve surprisingly large gains thanks to this pre-conditioning (3.5x-5x on average in indoor environments depending on the number of antennas) but also present (i) protocol extensions which are compatible with the 802.11ac standard to collect long-term channel statistics with zero overhead, and (ii) efficient algorithms which use those long-term channel statistics to appropriately configure the switched-beam antennas such that gains are materialized in practice.

The rest of the paper is organized as follows. Section II discusses prior work, Section III motivates this work by showing how large the gap can be when using omnidirectional versus directional antennas for indoors MU-MIMO. Section IV discusses how to efficiently select the antenna configurations to achieve the 3.5x-5x gains, Section V presents extensive experiments with SDRs and commercial devices, and Section VII discusses how to collect long-term channel statistics, used by the antenna configuration algorithms, in an 802.11ac backward compatible manner and with zero overhead, and what is the effect of mobility on performance.

II. PRIOR WORK

There is a large body of work on switched-beam antennas, ranging from traditional Butler matrix antennas [7], [8] to more compact ones [9], [10] with varying directionality properties and price.

Researchers first focused on the use of switched-beam antennas in cellular networks [11], [12] to improve the signal to noise ratio (SNR) of SISO transmissions. Recently, researchers have used the directionality of switched-beam antennas to allow concurrent nearby transmissions, e.g. [13] uses switched-beam antennas to minimize inter-cell interference in a multi-cell setup via coordination. Also, switched-beam antennas have found their way to commercial WiFi products [14]. In all these prior instances, switched-beam antennas are used to
improve the SNR thanks to their directionality. In contrast, in our work we use switched-beam antennas to improve the channel matrix in the context of MU-MIMO transmissions, and, as a matter of fact, the line-of-sight directions are not the ones that yield the best improvement.

MU-MIMO can increase wireless capacity sizably thanks to its multiplexing gain [15] and a large body of experimental work has showcased MIMO benefits in various real world setups [16], [17], [18], [19], [20], [21], [22]. To achieve the large multiplexing gain in practice, the MU-MIMO channel matrix needs to have a small condition number [1], [2], [23], [24]. Motivated by this, in recent years researchers have proposed various approaches to achieve a channel matrix with a small condition number. The most classic approach is to choose the best subset from a large group of users in each round of MU-MIMO transmission such that the resulting channel matrix is well conditioned and the sum data rate of users is maximized, see, for example, [3], [25], [4]. However, not only is it NP-hard to select the best user group, but also the overhead from collecting instantaneous CSI from all these users is prohibitively large. Thus, while greedy approaches have been proposed to select a good enough user group [25], [26], the fact of the matter is commercial chipsets collect CSI from the minimum possible number of users and it is very unlikely that a large number of users will ever be sampled for CSI purposes in practice, due to the significant overhead.

Another approach to get a good channel matrix may be to pre-condition the channel using directional antennas. For example, the authors in [17] have observed that directional antennas may yield higher MIMO performance not thanks to higher signal strength, but rather thanks to a better ensuing channel. However, they didn’t proceed to design a scheme that would collect CSI information and then select the best directions using this information. Other recent work on directional antennas has considered the use of reconfigurable phased-array antennas in conjunction with MIMO to either reduce the number of RF chains [5] or to reduce inter-cell interference in the context of a multi-cell environment [27], [6] with [6] also making the observation that directionality helps to decorrelate users within a cell and thus achieve a better channel matrix. However, reconfigurable phased-array antennas are too expensive and large, especially for commercial WiFi systems which is the focus of our work, and, we consider instead inexpensive switched-beam antennas which leads to a fundamentally different antenna configuration problem which does not require any signal processing due to the small number of predetermined modes that switched-beam antennas offer. Finally, in [28] the researchers work with a theoretical model for a “switched-beam based” antenna array which assumes very sharp beams and no inter-beam interference. In practice this requires an antenna array with a very large number of antenna elements and it is completely different from real world switched-beam antennas of the type that we consider. Other major differences from this work is that it focuses on millimeter wave massive MIMO systems (whereas our algorithm is designed for 802.11 devices which have less tightly focused beam pattern and much less number of Tx antennas), and it does not consider the condition number as a factor.

Last, even though no prior work has attempted to build a 802.11-compatible system to configure and use switched-beam antennas for MIMO channel pre-conditioning, there are works that have discussed metrics to select “good” directions of directional antennas or “good” user groups. We do consider such metrics, e.g. the signal-to-leakage ratio and the user orthogonality, and establish that they lead to suboptimal selection of directions in our setup, further motivating our work.

III. MOTIVATION

In this section, we present experimental results where a single AP transmits to a number of users using MU-MIMO over OFDM. We highlight scenarios where omni-directional antennas yield bad performance whereas switched-beam antennas can significantly increase the throughput thanks to channel pre-conditioning.

Recall that in theory and under appropriate conditions an AP with \( n \) antennas can transmit to up to \( n \) users’ antennas concurrently on the same frequency band by precoding the transmitting signal based on CSI. Each user antenna receives its own signal while interference (from signals for other user antennas) is cancelled, yielding a spatial diversity multiplexing gain of \( n \).

A. Omni-mode can be bad

Today’s MU-MIMO-enabled APs are mostly equipped with omni-directional antennas. Due to size limitations of commercial APs, those omni-directional antennas are tightly placed in a small area and end up with high spatial correlation [29]. As a result, the correlation of the eventual channel matrix \( \mathbf{H} \) will
be significantly increased (see, for example, the widely used Kronecker model), especially when users are located close to each other, severely affecting the capacity of the MIMO channel.

To see this experimentally, we conduct 4x4 MU-MIMO communication between one AP with 4 omni-directional antennas and 4 users (we use software radio platform WARP v3 to act as both AP and user) in a typical office environment, each equipped with one omni-directional antenna. (For more details on experiment topology and settings see Section V.) We measure the channel capacity based on the receivers’ effective SNRs \(^1\) and constantly change their locations while maintaining the same distance towards the AP in such a way that all users maintain LOS and constant received signal strength (RSS) from the AP. As shown in Figure 1a, the system capacity has a huge variation when users are on different locations even though they are under the same RSS level. For example, when users are located closely in the room, we measured a sum capacity of only 1.7 bits/s/Hz, which is nearly one fifth of the average capacity over all tested topologies.

**B. Condition number matters**

The condition number of an \(n\)-by-\(n\) channel matrix \(H\) is defined as the ratio of the largest to the smallest singular value \([15]\). For a channel matrix \(H\), its condition number is directly determined by the channel correlation coefficient \([30]\), and it is a good indication of the multipath richness of the channel \([1]\).

A channel matrix that has a low condition number (often referred as “well-conditioned”) benefits MIMO transmissions in two ways: (i) it implies a higher effective channel gain for each user \([15], [3]\), and (ii) it reduces the effect of the error caused by using a noisy estimate of the channel to perform precoding, as illustrated in the next paragraph. (Note that this is directly related to the notion of condition number in the context of numerical analysis, which is used to measure how sensitive a system is to the imprecision in the input and how much imprecision in the output results from it \([31]\)). As a result of these two reasons, the lower the condition number, the higher the capacity that the channel can support \([2], [23]\).\(^2\)

To better illustrate the effect of the condition number on error propagation, we consider two matrices:

\[
A = \begin{bmatrix} 1 & 4 \\ 2.1 & 2 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 2 \\ 2.1 & 4 \end{bmatrix},
\]

which stand for two ground-truth 2-by-2 MIMO channel matrices (for simplicity we use real rather than imaginary numbers). Note that both matrices have the same power gain, while matrix \(A\) has a lower condition number than \(B\). Now, we add the same amount of noise to both matrices and obtain:

\[
A_{\text{noise}} = \begin{bmatrix} 1.1 & 4.1 \\ 2.2 & 2.1 \end{bmatrix}, \quad B_{\text{noise}} = \begin{bmatrix} 1.1 & 2.1 \\ 2.2 & 4.1 \end{bmatrix},
\]

which represent the measured, noisy channel matrices. Recall that in Zero-forcing Beamforming (ZFBF, the most popular MU-MIMO precoding scheme), we compute the pseudo-inverse of the measured channel matrix and use it to precode the transmission signal, hoping to obtain an identity matrix after the signal propagates through the actual channel. We compute the result of this operation for both matrices and get:

\[
A A^{-1}_{\text{noise}} = \begin{bmatrix} 0.999 & -0.044 \\ -0.001 & 0.955 \end{bmatrix}, \quad B B^{-1}_{\text{noise}} = \begin{bmatrix} 2.727 & -0.909 \\ 1.727 & 0.091 \end{bmatrix}.
\]

Observe that while \(A A^{-1}_{\text{noise}}\) is very close to the identity matrix and both users may achieve a good effective SNR. (From the definition of the effective SNR in the first footnote\(^1\) and assuming no background noise, we get 10\(\log_{10}(0.999^2) = 27dB\) and 10\(\log_{10}(0.955^2) = 56dB\) respectively.) \(B B^{-1}_{\text{noise}}\) is very far from the identity matrix and the MIMO transmission would fail due to too much cross interference (e.g. the achieved SNRs of the two users are only 9dB and -26dB respectively). It is evident that the effect of the same level of noise in the case of the matrix with larger condition number is disproportionally larger.

We next perform a total of 500 MU-MIMO communication measurements to show the relationship between the condition number of \(H\) and the channel capacity. We take the average of all the 64 OFDM sub-carriers’ condition numbers \(^3\) and plot them in Figure 1b where we use an exponential function to fit the individual measurements. It is evident that the condition number has a drastic effect on the channel capacity.

**C. Finding a good user group is expensive**

To get a good condition number an AP needs to collect CSI from a number of users and select a good user group. Consider an AP with \(n\) omni-directional antennas. The AP may randomly pick \(n\) users and examine their CSI to form the \(n\)-by-\(n\) channel matrix \(H\). If \(H\) is ill-conditioned, the AP may pick another user, examine its CSI and try all the \(\binom{n}{n}\) combinations to see if it is possible to get a well-conditioned

\(^1\)In the context of a MIMO transmission, the effective SNR of a specific user is defined as the user’s “useful” signal strength over noise which consists of 1) the signal for other users that has not been entirely canceled though MIMO due to real world imperfections and 2) the usual background noise. The former would be much larger than the latter and will greatly affect the transmission when the channel is ill-conditioned as will be illustrated later in Sec. III-B.

\(^2\)To accommodate non-square matrices, the condition number of \(W = HH^\dagger\) is sometimes used where \(\dagger\) denotes the conjugate-transpose operation. When \(H\) is a square matrix the condition number of \(W\) equals the square of that of \(H\), and, minimizing the non-negative condition number of \(W\) is equivalent to minimizing that of \(H\).

\(^3\)Unless otherwise specified, in this paper we assume MU-MIMO transmissions on a typical 20MHz channel under 802.11ac standard. Like in 802.11a/g/n, each 20MHz channel in 802.11ac contains 64 OFDM subcarriers.
channel matrix with this new user and \( n - 1 \) of the old users. If not, the AP may pick yet another user and so on and so forth.

Finding the best user group among many users is NP-hard and a number of greedy approaches have been suggested. But the main issue is not the computational cost, it is the overhead of collecting the CSI for all those users. As a concrete example, today’s WiFi chipsets implement the so-called “explicit feedback” mechanism which involves the AP transmitting channel sounding symbols to the users, followed by each user sending one by one its channel estimation back to the AP under the lowest data rate. This is so expensive that 4x4 MU-MIMO WiFi chipsets randomly select 4 users and settle with a user group of cardinality 3 or less if the resulting channel matrix is not full rank. This means the AP would rather not take advantage of the maximum multiplexing gain than engage in collecting additional CSI from more users. \(^4\)

We use a modified simulator based on [33], where we employ the Kronecker model to generate channel matrices using the formula \( \mathbf{H} = \mathbf{R}_R^{\frac{1}{2}} \mathbf{R}_T \mathbf{R}_R^{\frac{1}{2}} \) (\( \mathbf{R}_R \) and \( \mathbf{R}_T \) are correlation matrices determined by the spatial correlations among transmitter antennas and receiver antennas, respectively, while \( \mathbf{H} \) has \( CN(0, 1) \) entries, see [33] for more details), to compute the expected number of users to be examined before a well-conditioned subset can be found in the context of 4x4 MU-MIMO. We use measured data from [29] to set the correlation coefficient of \( \mathbf{R}_T \) to a fixed value and vary the correlation coefficient of \( \mathbf{R}_R \), effectively simulating a wide range of real world conditions. Figure 1c plots the number of users to be sampled to achieve a condition number of 25 or less (which, based on Figure 1b yields good rates), as a function of the correlation coefficient among users. It is evident that even with low user correlation the AP has to examine a handful of additional users before it can find a good subset, which increases the overhead sizably.

Last, note that there are cases where improving the condition number by sampling more users is not even an option as there might not be any more users to transmit to. With the trend to design wireless networks with smaller and smaller cells, this case will become even more likely. Concluding, attempting to correct a channel matrix by sampling additional users is very expensive, and sometimes it may not even be an option.

D. Directionality to the rescue

Consider the scenario illustrated in Figure 2. We replace the 4 antennas with compact switched-beam antennas with 9 modes (8 directional modes, and an omnidirectional one, which, as a matter of fact, is the mode we used for the omni-directional experiments above) in the same experimental setting as the one used in Section III-A and select the directional modes illustrated in the lower Figure 2a. Figure 2b shows that we get 6x the performance of the omni mode by using a carefully selected antenna direction configuration while maintaining the same level of RSS for all users.

Instead of explicit feedback, in theory one may use the so called implicit feedback mechanism which has less overhead. But, because in this case the system needs to be calibrated [32], the WiFi industry has rejected its use for practical reasons.

While the rest of the paper discusses important issues such as how and at what cost one may select the right directional modes, it is interesting to note that the best modes are not necessarily the ones corresponding to a line-of-sight. Also, the channel pre-conditioning achieved by the antennas is apparently enough to yield the maximum multiplexing gain even in the most correlated scenarios. Further, as we will establish later, any random set of 4 users with appropriate directional modes can achieve near-optimal rates, the results hold even in the case of 8x8 MIMO channels (which are of interest given that the maximum number of antennas in the 802.11ac standard is 8), and, nomadic user mobility is not a problem either as the timescale of indoors mobility is much slower than the timescale of updating the long term CSI information of a user that moves to a new location. Last, note that due to the nature of MU-MIMO, the beam patterns do not need to be super directional or “sharp”, as the purpose of changing antenna direction is to get a better channel when the channel is ill-conditioned, thus not only we have some room when selecting the right modes (a sizable number of sets of modes would do the trick) but also there is no performance benefit from using more directional and thus much more expensive antennas, such as phased-array antennas.

IV. SYSTEM DESIGN

Consider an MU-MIMO enabled AP with \( n \) switched-beam antennas, each having \( d \) modes (directions). Without loss of generality, we assume that there are a total of \( m \) users in the network \( (m \geq n) \), and each user is equipped with one omni-directional antenna. At each transmission the AP may serve \( n \) users concurrently.

With \( n \) antennas each having \( d \) modes, the AP has a total of \( d^n \) possible antenna configurations to choose from. This gives us \( d^n \) possible channel realizations for every \( n \) users being served. To improve channel capacity, our goal is to find the antenna configuration that results in the lowest channel condition number for a given group of \( n \) users with as little overhead as possible.

A. The long-term CSI matrix

We use long term channel statistics, that is, MIMO channel statistics that are relatively steady over a long period of time, to determine the best antenna configuration. (See later in this
section for the precise long-term statistics that we use.) This way we keep the overhead low while ensuring a high mode selection accuracy. Denote by $G$ the $m$ by $(d \times n)$ matrix where the $i$th row contains the long-term statistics of user $i$ towards every transmit antenna for every direction:

$$G = \begin{bmatrix}
    g_{1,1} & g_{1,2} & \ldots & g_{1,d} \\
g_{2,1} & g_{2,2} & \ldots & g_{2,d} \\
\vdots & \vdots & \ddots & \vdots \\
g_{n,1} & g_{n,2} & \ldots & g_{n,d}
\end{bmatrix}$$

where $g_{i,j}$ represents the long-term channel gain between user $i$ and antenna $j$, given that antenna is set to direction $k$.

We define and compute the long-term channel gain as follows: let $h_{i,j}^{k,c} = |a_{i,j}^{k,c}|^2 e^{j\omega}$ represent the instantaneous channel gain between user $i$ and antenna $j$ on subcarrier $c$, given that the transmit antenna is set to direction $k$. This contains both amplitude and phase information of the channel. We ignore the phase $\omega$ since it changes very fast and focus on the amplitude $|h_{i,j}^{k,c}|$ which remains relatively steady as long as neither of the antennas change their physical location. Thus, we take the average amplitude of all OFDM subcarriers (as defined 802.11ac standard) between user $i$ and antenna $j$ on direction $k$, and save it as $g_{i,j}^{k}$. Without loss of generality consider 20MHz channels where $52$ of the total $64$ are data subcarriers and we have $g_{i,j}^{k} = \frac{\sum_{c=1}^{52} |h_{i,j}^{k,c}|}{52}$

To verify the time-invariant nature of the long-term gain, we perform an experiment where we constantly measure the elements of $G$ for 3 minutes in a typical office room. In the first minute and a half the environment is relatively steady: about 6 people work on their desks. In the middle of the experiment we change the location of the user by about 1 meter. In the second half of the experiment, the 6 people begin to walk around in the office, opening and closing doors. As shown in Figure 3a, the long-term channel gains are quite steady during the first half of the experiment. In the second half, the long-term gains vary a little bit due to moving objects, but within a small magnitude (less than 10%). Last, as expected, there is a sizable change when the user/antenna moves. Concluding, we confirm that in a typical office environment the entries in $G$ stay valid for a relatively long time since the location of laptops, tablets, etc. changes in the order of minutes [34], [35], [36].

### B. Formulating the problem of finding the best antenna configuration

We address how to populate and keep on updating the $G$ matrix in Section VII. Here we assume that the AP has access to the $G$ matrix and solve the following problem. Let $G_{u,d}$ denote an $n \times n$ submatrix of $G$ formed by the rows whose indices are dictated by vector $u$ and the columns whose indices are dictated by vector $d$. For a given set of users with user indices $u = (u_1, u_2, \ldots, u_n)$, find a vector of column indices $d = (d_1, d_2, \ldots, d_n)$ where $d_i \in [(i - 1)n + 1, in]$ for all $i \in [1, n]$, such that the condition number of $G_{u,d}$ is minimized. That is,

$$d^* = \arg \min_{(d_1, \ldots, d_n)} \kappa(G(u_1, u_2, \ldots, u_n), (d_1, d_2, \ldots, d_n))$$

where $\kappa(\cdot)$ denotes the 2-norm condition number of a matrix. Note that the “feasibility” constraint $d_i \in [(i - 1)n + 1, in]$ ensures that we assign exactly one direction to each antenna and we will refer to vectors $d$ that satisfy this as “feasible”.

Such column selection problems are NP-hard even without the feasibility constraint [37]. In our setting, an AP with 4 antennas and 9 modes per antenna yields a modest 6561 possible antenna configurations, but, raising the antennas to 8 (max number of antennas on 802.11ac) raises the number of possible configurations to 43 million. Thus, using brute-force search algorithm to find $d^*$ is not appealing.

### C. Greedy algorithms for the best antenna configuration problem

As already discussed, there is a large body of work on greedy approaches to improve channel matrices. For example, multiple researchers including [3] proposed different greedy user selection algorithms to maximize users’ orthogonality, while some other authors proposed to maximize the system’s signal-to-leakage ratio (SLR). We apply these approaches to our problem and show (in Section V) that they fail to select very good modes. Motivated by this, we propose a novel algorithm based on singular value and orthogonal-triangular decomposition. We will refer to this algorithm as the Condition Number SVD (CN-SVD) algorithm.

Before we describe the CN-SVD algorithm, we briefly describe how to apply to our problem the two prior work approaches mentioned above. First, the orthogonality of two vectors $h$ and $g$ is determined by the ratio $\frac{|hg^*|}{||h|| ||g||}$. The smaller the ratio, the more orthogonal the two vectors are. Using this approach, the goal is to find the feasible direction vector $d$ such that for the given set of users $u$, the columns of indices in $d$ are as orthogonal to each other as possible. This approach, applied to the user grouping problem under a very large number of choices has been shown to work well, but when applied to our directional antenna mode selection problem which has much more limited number of feasible choices it does not perform well, see Section V. Second, the algorithm based on SLR maps each transmit antenna $i$ to a unique user $j$. As a result, for user $j$, only the signal sent from its designated antenna $i$ is considered useful while signals sent from other antennas are considered leakage, and the SLR of user $j$ is defined as $SLR_{i,j} = \frac{P_{i,j}}{\sum_{k \neq i} P_{k,j}}$, where $P_{i,j}$ is the received power from antenna $i$ to user $j$. Then, the direction vector $d$ that yields the maximum system-wide SLR is selected. Section V shows that this approach does not perform well in our setting either. We conjecture this is because in indoor environments MU-MIMO benefits more from a well-conditioned channel than from stronger signal strength, as we will show later in Section V.

### The CN-SVD algorithm

The CN-SVD algorithm uses a subroutine, which is based on singular value and orthogonal-triangular decomposition, for selecting the “best” $k$ columns from a large matrix in polynomial time. The subroutine starts by performing a singular value decomposition of a scaled (see below for more details) version of $G = U \Sigma V^*$ and lets $W$ be the submatrix of $V$’s first $k$ columns. Then, an orthogonal-triangular (QR) decomposition of $W^*$ is performed such that
\( W^T E = QR \), where \( Q \) is unitary, \( R \) is upper triangular and \( E \) is a permutation matrix designed to make the absolute value of diagonal elements of \( R \) decreasing. Finally, it outputs a vector consisting of the column indices of non-zero elements of \( E \)'s first \( n \) rows. We denote the above subroutine by \( ALG(A, k) \) where \( A \) is the input matrix and \( k \) is the number of columns we want to select from \( A \).

Algorithm 1 below presents the subroutine using pseudo-code, where \( SCALE(A) \) divides each entry of a matrix \( A \) by its column’s root-sum-of-squares (i.e. by \( \sqrt{\sum_j |a_{ij}|^2} \) for each column \( j \)), \( SVD(A) \) stands for the singular-value decomposition of \( A \), and \( QR(A, k) \) represents the QR decomposition described above on the first \( k \) rows of \( A \). At last, the algorithm shall return a vector of the selected column indices \((c_1, c_2, \ldots, c_k)\). More details of how and why this subroutine works can be found in [38], [39].

**Algorithm 1 The \( ALG \) Algorithm**

```
procedure ALG(G, k)
    A ← SCALE(G)
    (U, S, V) ← SVD(A)
    (Q, R, E) ← QR(VT, k)
    for i = 1 .. k do
        ci ← arg max j |E_{i,j}|
    end for
    return \((c_1, c_2, \ldots, c_k)\)
end procedure
```

The output vector from the subroutine above may contain multiple columns (modes) corresponding to a single antenna and no columns corresponding to some of the antennas. For this reason, the CN-SVD algorithm uses a combination of a recursive application of the \( ALG \) subroutine to select at least one mode for each antenna, and a greedy step to select one of the multiple modes of those antennas which have multiple modes selected.

Look at the pseudo-code of Algorithm 2 below. Let \( a \) denote the set of all Tx antennas and \( u \) denote the set of users to which the AP is transmitting. Denote by \( d_f \) the set of Tx antennas’ finalized directions/modes, which the algorithm populates as it settles on which mode to use for each antenna in \( a \). \( GETCOLUMNS(a) \) extracts the set of indices of columns (of matrix \( G \)) belonging to the antennas in set \( a \). CNSVD(\( a, u, G, d_f \)) starts with calling subroutine \( ALG \) on the submatrix of \( G \) corresponding to the users \( u \) and the directions/columns of the antennas in \( a \). The subroutine selects columns and yields three sets of antennas, \( a_{us}, a_{ms}, \) and \( a_{ns}, \) corresponding to the set of antennas with a unique selected mode, with multiple selected modes, and with no selected mode. (We use \( GETUNIQUESELECTANT(d) \) and \( GETMULTISELECTANT(d) \) to extract the sets \( a_{us}, a_{ms}, \) and \( a_{ns} \) from \( d_f \).) For antennas in \( a_{us} \), their modes can thus be fixed and stored in \( d_f \), and if \( a_{ns} \) is not empty CNSVD is recursively called till every Tx antenna has been assigned to a mode. Last, getting back from the recursions, for each antenna in \( a_{ms} \) that have multiple selected modes, we greedily select the one which minimizes the condition number of the submatrix which consists of the already finalized modes in \( d_f \) and this mode.

**Algorithm 2 The \( CN-SVD \) Algorithm**

```
procedure CNSVD(\( a, u, G, d_f \))
    c ← GETCOLUMNS(a)
    d ← ALG(G\( u,c,a \))
    a_{us} ← GETUNIQUESELECTANT(d)
    a_{ms} ← GETMULTISELECTANT(d)
    a_{ns} ← a \( \setminus (a_{us} \cup a_{ms}) \)
    d_f ← d_f \( \cup (d \cap GETCOLUMNS(a_{us})) \)
    if \( a_{ns} \neq \emptyset \) then
        d_f ← CNSVD(a_{ns}, u, G, d_f)
    else
        return \( d_f \)
    end if
for all \( a \in a_{ms} \) do
    d∗ ← arg min \( d \) \( \in \{c\} \) \( \kappa(G_{u,d} \cap d) \)
    d_f ← d_f \( \cup \{d∗\} \)
end for
return \( d_f \)
end procedure
```

D. Long-term gains versus instantaneous CSI

We use long-term channel gains to select antenna modes which yield a low condition number, whereas it is the instantaneous CSI that determines the actual condition number. Thus, it is interesting to investigate the difference among the condition number of the actual channel matrix \( H \) (with phase information) versus that of the \( G_{u,d} \) matrix. To do so we start with a measured long-term gain matrix \( G_{u,d} \) and add a random phase [40] and some amplitude turbulence to create a corresponding channel matrix \( H \). We do this for all the OFDM sub-carriers and compute the resulting average condition number. Figure 3b plots the condition number of \( G_{u,d} \) and \( H \) for 1000 different long-term gain matrices. As conjectured, it is evident from the plot that well-conditioned \( G_{u,d} \) matrices are strongly correlated with well-conditioned \( H \) matrices, see the green circle on the plot.

V. EXPERIMENTAL RESULTS

A. Experiments with SDRs

We first conduct experiments with 2 WARPv3 boards, each with 4 RF ports. We use one WARP as a transmitter with 4 switched-beam antennas (Adant Star 160 [41]), while the other WARP acts as 4 independent users by using WARP’s ability to separately process each RF chain and by positioning the antennas corresponding to each user at different locations using long cables. Each user is equipped with an omni-directional antenna. We conduct MU-MIMO downlink communication between the AP and the 4 users using ZFBF with explicit feedback (as in 802.11ac).

The experiments are done in a typical office room as shown in Figure 4a. We place users in different locations and measure their SNR and the resulting sum capacity under: (i) the omnidirectional mode for all AP antennas ( Omni), (ii) directional modes selected by minimizing the condition number using brute-force search (CN-BF), (iii) directions selected by the CN-SVD algorithm (CN-SVD), (iv) directions selected by maximizing the SLR using brute-force search (SLR) and (v) directions selected by maximizing the orthogonality using brute-force search (Orthogonal).
1) Typical topologies: We choose 10 typical topologies of varying spatial user correlation. These topologies range from cases where users are well-separated to cases where all four users are close to each other. Figure 4a shows one typical topology where three users are close to each other. For each topology, we get 10 measurements and report the average. Figure 4b plots the results, where topologies are numbered in decreasing level of spatial user correlation. It is evident that the algorithms which minimize the condition number (CN-BF and CN-SVD) outperform the others, especially when users are highly correlated. Note that the SLR and Orthogonal approaches do not have a steady performance. We discuss the reasons for this in the next subsection.

2) Randomly generated topologies: We compare the performance of the algorithms under 100 random topologies. For each topology we decide the location of each user by uniformly generating two values and using them as coordinates. Like before, for each topology we measure the channel capacity 10 times and compute the average. Figure 4c plots the empirical CDF of those averages, where, like before, the algorithms based on the condition number outperform the others, and, Figure 4d plots the CDF of the relative gain of CN-BF and CN-SVD over Omni. Note that we zoom in the interesting part and don’t show the CDF when the gain is more than 10x, since in such scenarios Omni has such a poorly-conditioned matrix that in practice it makes sense to find a well-conditioned submatrix than insisting on transmitting to 4 users concurrently. Last, Figure 5a plots the relative performance of all 4 schemes over Omni, averaged over all 100 topologies. CN-BF and CN-SVD outperform Omni by about 3.5x, while SLR and Orthogonal outperform it by 1.7x and 2.4x respectively.

To better understand the results, we order the topologies in increasing Omni performance and group them in three cases: (i) bottom third w.r.t Omni performance due to relatively high correlation of users, (ii) middle third due to mild correlation and (iii) top third due to almost no user correlation. Figure 5b plots the sum capacity in the first case. Omni yields a bad condition number but the CN-BF and CN-SVD algorithms search for antenna directions which minimize the channel condition number and achieve 5x the Omni’s performance. Figure 5c shows the results when users have mild correlation. In this case Omni performs much better than before, CN-BF and CN-SVD achieve about 1.5x the performance of Omni, and SLR and Orthogonal perform similar to Omni. Figure 5d shows the results when users have almost no correlation. All algorithms perform well since the channel is well-conditioned.

To explain the large fluctuations on the performance of SLR and Orthogonal as well as their lower-than-Omni performance when users are not spatially correlated, we compare the condition number of the $G_{u,d}$ matrix resulting from selecting directions using the 4 selection algorithms. Figure 6a plots the results for 40 topologies under the 4x4 MU-MIMO setup and reports the average condition number, which is referred to as mean in the legend, for each algorithm. The spikes on the condition number for SLR and Orthogonal cause the performance fluctuations noticed in Figure 4b and the lower-than-Omni performance observed in Figure 5d. Figure 6b plots the results for the same 40 topologies under a 2x2 MU-MIMO setup. In this smaller scale problem, SLR and Orthogonal

Note that the reported gains in Fig. 5a represent the average over all topologies of the throughput ratio of a scheme over Omni, as we aim to give equal weight to all topologies. That said, since Omni does particularly bad in some topologies, if one were to first compute the average throughput over all topologies for each scheme and then compute the ratio, the gains are still significant but lower.
make better directional mode selections and are expected to perform similar to the CN-BF and CN-SVD schemes, which is consistent with the 2x2 MU-MIMO results reported in [6] for SLR.

3) Multiplexing downgrading: An AP may choose to serve less than the maximum number users when the channel matrix is ill-conditioned, such that the extra transmit antennas can be used to increase the diversity gain and thus obtain a better-conditioned channel matrix (of lower dimension). For example, downgrading from a multiplexing gain of 4 to 3 causes a 25% multiplexing loss but if the 4x3 sub-matrix is well-conditioned while the original 4x4 is not we may end up with a better throughput overall. To investigate this idea we proceed as follows: if the condition number of the original 4x4 channel matrix is less than a threshold (equal to 30) then we transmit to the 4 users like before. If not, we select the best 3 users to transmit to, by computing the condition number of the ensuing 4x3 sub-matrices and selecting the one with the smallest condition number, unless no 4x3 sub-matrix has a condition number smaller than the threshold, in which case we select the best 2 users to transmit to by computing the condition number of the ensuing six 4x2 sub-matrices. (We never had to downgrade to a single user only.)

We apply the above procedure to Omni, CN-BF, CN-SVD, and Orthogonal. Also, motivated by real-world chipsets which, in the interest of simplicity, may randomly choose 3 (or 2) out of the 4 users to serve when the original 4x4 channel matrix is ill-conditioned, we also consider Omni with such random user selection for downgrading purposes and denote this as Omni-rand. Figure 7a shows the average capacity for all the five schemes over both typical and random topologies as before. We can see that both CN-BF and CN-SVD achieve a sizable improvement over Omni, thought the gains are smaller than when we enforce to serve 4 users utilizing the maximum multiplexing gain.

To better understand the tradeoff between the multiplexing gain and the ensuing condition number, we measure and sort the capacity of 4x4, 4x3 and 4x2 transmissions over all 9^4 = 6561 antenna configurations for one specific topology in Figure 7b. As expected, 4x2 and 4x3 transmissions are more robust than 4x4 due to the diversity gain from the extra transmit antennas. However a 4x4 transmission may still achieve higher performance when the correct configuration is used thanks to the combination of a low condition number with the highest multiplexing gain. The plot also indicates the performance of Omni for each of the three multiplexing gain cases for comparison purposes.

4) 8x8 MIMO experiments: We conduct the same set of experiments under an 8x8 MIMO setup, since 802.11ac allows up to 8 antennas at the transmit side. Note that CN-BF can no longer be computed easily so we do not report results for it. Figure 7c reports the throughput averaged over the same typical and random topologies used before. CN-SVD achieves a nearly 5x gain over Omni, higher than the 3.5x average gain in the 4x4 case. Note however that the absolute throughput of the CN-SVD algorithm in the 8x8 case does not increase significantly comparing to the 4x4 case. This is because the larger the multiplexing gain the harder it is to get a channel matrix with a low condition number [42]. The significant spikes in Figure 8a, which shows the condition numbers achieved by different direction-selecting algorithms under the 8x8 setup, is further evidence of the difficulty to get the maximum multiplexing gain in an 8x8 channel. Motivated by this we conjecture that if 8x8 chipsets become available in the future, some of the additional antennas will mostly be used for diversity than for multiplexing gains.

Like in the 4x4 case, we also consider multiplexing downgrading, and, in particular, 8x8, 8x7 and 8x6 MIMO transmissions according to a condition number threshold. As shown in Figure 7d, we observe that the CN-SVD algorithm has a sizable capacity gain over Omni, which, nevertheless, is smaller than when we enforce to serve the maximum possible number of users (8 in this case).

5) Channel pre-conditioning versus power gain: Last, to illustrate the fact that the capacity gains of CV-SVD are mainly caused by the pre-conditioning of the channel matrix and not by a higher Received Signal Strength (RSS), we conduct an 8x8 experiment with two different antenna configurations, one which achieves a low condition number and one which achieves a higher condition number. We perform 5 transmissions with both configurations and record (i) their total capacity and, (ii) their total power gain of the channel (computed by Tr[HH^T] = \sum_{i,j} |h_{ij}|^2). As shown in Figure 8c, although the second configuration has a slightly higher total power gain it achieves a much lower total MIMO throughput because of the higher condition number.

B. Experiments with commercial devices

To further validate our proposed approach, we conduct experiments using commercial 802.11ac wave 2 devices: a
Netgear Nighthawk AP with a Qualcomm chipset equipped with 4 Adant Star 160 switched-beam antennas and 3 Xiaomi Mi4i smartphones acting as users. (This chipset is configured to transmit to up to 3 users.) The experiments are performed in a typical office floor shown in Figure 9a. We present results from four typical topologies where users are sometimes located in different and sometimes at the same room. A number of typical antenna configurations are chosen including configurations where antennas point to the same direction, and configurations where they point to different directions. We let the AP perform backlogged MU-MIMO transmissions towards the users for 12 hours in each antenna configuration, and record the achieved throughput of each user. All transmissions are conducted under the generic 802.11ac wave2 standard that is built-in in the chipsets of the commercial devices that we are using.

In Figure 9b we compare the sum rate of the 3 users averaged over time using the omni mode against the highest throughput achieved by one of the preset directional configurations. Due to commercial hardware limitations, we only consider 36 out of the $8^3 = 4096$ total antenna configurations. Thus, it is unlikely that one of them is the one that maximizes the throughput. What is more, transmitting to 3 rather than 4 users protects the omni mode from very poorly-conditioned matrices since it operates on a 4x3 submatrix of the channel matrix (but, of course, also reduces the multiplexing gain from 4 to 3). Still, the system’s throughput increases on average by 50%. Last, Figure 9c plots the performance of all 36 antenna configurations including the omni-mode and the configuration which uses the “line-of-sight” directions (main lobes pointing to users), for the topology in Figure 9a. Interestingly the line-of-sight configuration that has the highest antenna gain is not the one that maximizes the throughput. This observation is consistent with the one we made earlier in Figure 8c and is something that occurs frequently in indoor environments.

VI. EXTENSIONS

A. Joint selection of antenna modes and users

Although we have shown that with the CN-SVD algorithm we can achieve a low condition number with almost any given group of users, it is worth investigating how to select antenna modes and users, which we refer as “cross selection” because essentially we are selecting a subset of columns and a subset of rows from the $G$ matrix at the same time, such that the resulting submatrix has a low condition number (see Figure 12).

As shown below, our proposed “cross selection” algorithm works as follows: given a set of $m$ users and their long-term channel gain matrix $G$, we first use the ALG algorithm on $G^\top$ to find the most independent $k$ out of $m$ users (assuming the AP transmits to $k$ users concurrently). Then, we run the CN-SVD algorithm on those $k$ users, and thus obtain the best antenna modes to minimize the condition number of those $k$ users. For fairness purposes already selected users won’t be selected again until all the $m$ users are served once (else we would be always picking the best set of users).

**Algorithm 3 The Cross Selection Algorithm**

```
procedure CROSS($\alpha, G$)
    $u \leftarrow$ ALG($G^\top, |\alpha|$)
    $d_f \leftarrow$ CNSVD($\alpha, u, G_u, \emptyset$)
    return $u, d_f$
end procedure
```

We investigate the performance of the CROSS algorithm with simulations using actual channel data collected in the
previous experiments assuming a total of 40 to 100 users and a 4x4 MU-MIMO system. We compare the condition numbers achieved by 6 different approaches: 1) CN-SVD with ALG user-selection, where we perform both user grouping and antenna mode selection as proposed in [3] and then select antenna modes with the CN-SVD algorithm, and 6) Omni with SUS user grouping, where we first select users based on their orthogonality and then transmit to them using omni antenna mode. For each simulation run, we generate a G matrix containing 40 or 100 users’ data randomly from more than 300 real channel measurements. We then simulate the 6 approaches mentioned above and record the condition numbers achieved by each one, at each transmission (for example, for a total of 40 users there would be 10 transmissions in each experiment to serve all of them 4 at a time, similarly with 100 users there would be 25 transmissions).

We repeat the experiment 1000 times for each case, and report the mean and median condition number over all transmissions in Figure 10. We also plot the average condition number in each transmission and their corresponding CDFs in Figure 11. As we can see, the cross selection algorithm can further reduce the mean condition number by almost half on top of the plain antenna-mode selection method (CN-SVD without user grouping), while keeping the condition numbers low even for the last transmissions. In contrast, if we only select the users but not the antenna modes (as shown by Omni with ALG grouping and Omni with SUS grouping), the condition numbers are highly unstable, especially when there are fewer users left to select. Last, it is worth noting that the ALG user grouping method yields a lower condition number than SUS irrespectively of whether we perform antenna mode selection afterwards or not. This is expected since the ALG algorithm is specifically designed to reduce the condition number of the channel matrix.
B. Support for OFDMA

The latest 802.11 standard, 802.11ax, allows to use OFDMA, that is, the spectrum can be split in time-frequency resource units (RUs) and the AP can assign subsets of subcarriers to different users, achieving more flexible multiple access. This new feature complicates the antenna mode selection problem for the following reason: suppose the OFDM subcarriers are divided into two RU groups, each group having 4 users, and the AP transmits to all these 8 users concurrently using 802.11ax MU-MIMO. Now, it is likely that each group of users has a distinct optimal antenna configuration. However, the AP can only transmit under one specific antenna configuration, which means we need to find good antenna modes that work well for both RU groups.

To do so we start with a simple approach based on the CN-SVD algorithm: given multiple RUs $u_1, u_2, ..., u_n$ and their corresponding long-term channel gains $G$, we first find the best antenna configuration $\mathbf{d}$ for each RU separately using the CN-SVD algorithm, then from those configurations we select the one that works best for all the RUs (for instance, the one that minimizes the maximum condition number of all RUs), as shown in Algorithm 4.

To investigate the performance of this approach we perform the following simulation: given 2, 4 or 8 RUs each containing 4 users, we compare the average condition number over 100 experiments (referred to as mean in plot legends) achieved by 1) our algorithm, 2) omni-directional antennas and 3) the optimal solution (found by brute-force search). Again we use actual channel measurements collected in the previous experiments to generate the channel matrices of the different RUs. As illustrated in Figure 13, our greedy algorithm performs significantly better than the Omni, and also closely to the optimal solution in all the cases of different number of RUs. Also, it is interesting to note that as the number of RU grows, the achieved average condition number (both the optimal one and the one of our algorithm) increases slightly. We conjecture this is because the more the groups the harder to “satisfy” all of them at the same time with a single antenna configuration.

Algorithm 4 The CN-SVD for 802.11ax Algorithm

```plaintext
procedure CN-SVDAx(a, u_1, u_2, ..., u_n, G)
  for i = 1, ..., n do
    d_i ← CNVSD(a, u_i, G, δ)
  end for
  for i = 1, ..., n do
    κ_{minmax} ← ∞
    for j = 1, ..., n do
      κ_{i,j} ← \max(κ_i, κ(G_{u_i,j}, d_i))
    end for
    if κ_{i,j} < κ_{minmax} then
      κ_{minmax} ← κ_{i,j}
      d_f ← d_i
    end if
  end for
return d_f
end procedure
```

It is worth noting that the above approach is obviously not optimal. In the context of 802.11ax, one may envision to jointly optimize the antenna configuration problem with the problem of user selection, or even with the problem of jointly dividing the channel into multiple RUs and assigning users to them so that the total throughput can be maximized, see [43] for a treatment of RU scheduling. However, the complexity of this problem increases sizably rendering any solution impractical in the context of real world APs.

VII. PROTOCOL SUPPORT FOR 802.11

We propose two protocol extensions by which a commercial 802.11 system can benefit from our direction selecting algorithm. The main purpose of these protocol extensions is to update the $G$ matrix at minimum overhead. Unless otherwise stated, we consider a 4x4 MU-MIMO system, where the AP is equipped with switched-beam antennas with 8 directional modes. In this case, each user has a total of $8 \times 4 = 32$ long-term gain entries in $G$.

A. Active feedback protocol extension

The first protocol extension, which we refer to as Active Feedback, allows the system to actively update the $G$ matrix with almost zero overhead but requires minor support from end clients. The key idea is to inject training symbols into beacon frames. Beacon frames are used to announce the presence of a wireless network, and are typically broadcasted to the users every 100ms. We insert 4 training symbols into the beacon frame, one for each antenna. Then, beacons are sent while setting the antennas in different directions using a round robin fashion to cover all directions as fast as possible as illustrated in Table I. Upon reception of the training symbols, users compute their instantaneous CSI per subcarrier, and compute the average channel gain values as discussed in Section IV-A. Thus, each beacon frame informs 4 values and after 8 beacons (about 800ms) all 32 entries of the user are known. Once the user has obtained all its channel gain information, it injects the information into an ACK frame and sends it to the AP. Upon reception of the channel gain entries, the AP updates the row of $G$ corresponding to this user.

### TABLE I: Antenna directions at each beacon/transmission

<table>
<thead>
<tr>
<th>Direction</th>
<th>beacon/Tx 1</th>
<th>beacon/Tx 2</th>
<th>beacon/Tx 3</th>
<th>beacon/Tx 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANT 1</td>
<td>↑</td>
<td>↔</td>
<td>↔</td>
<td>↑</td>
</tr>
<tr>
<td>ANT 2</td>
<td>→</td>
<td>↔</td>
<td>→</td>
<td>→</td>
</tr>
<tr>
<td>ANT 3</td>
<td>↓</td>
<td>↔</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>ANT 4</td>
<td>↔</td>
<td>↔</td>
<td>↑</td>
<td>↑</td>
</tr>
</tbody>
</table>

One may worry that beacons may not be overheard by users if they are sent with directional modes, and/or that new users or mobile users that just changed their location won’t be able to successfully receive packets during the warm up period of updating their row in the $G$ matrix. Intuitively though, the main lobe of the inexpensive switched-beam antenna modes we consider is often more than 90 degrees, the main to side/back lobe gain ratio is often less than 6dB [41], and these two together with indoors multipathing imply we should not worry: the wireless coverage would be as good as before. To remove any doubt that this is not a real concern, we conduct
the following experiment with the WARP boards. We measure the SNR received by users when using the 8 training configurations of Table I and when using the omni mode under 20 randomly generated topologies. We compute the average sum capacity (over the different topologies) for both approaches, where the sum capacity of the training configurations are also averaged over the 8 different configurations. Figure 14a shows that, somewhat surprisingly, the 8 training configurations yield on average 1.2x higher rates than the omni mode, varying from 0.6x to 1.9x depending on the configuration and the topology. 

Airtime overhead: We introduce overhead by increasing the size of the beacon frame and of some ACKs. We first compute the beacon overhead. A beacon frame is typically 50-100 bytes long and is modulated in BPSK. A training symbol is merely an OFDM symbol and thus equivalent to 8 bytes (for 20MHz channels). Therefore, we add $4 \times 8 = 32$ bytes to each beacon frame for all 4 antennas. The data rate for beacon frames is normally set to the lowest PHY rate which is 6.5 Mbps (for 20MHz channels), thus we introduce approximately $40\mu$s of additional airtime per beacon. Since beacons are sent every 100ms, the overhead is only $40\mu$s/100ms = 0.04%.

We now compute the overhead in the ACK frame. For each channel gain value, 2 bytes precision is more than enough. Therefore, to feedback all the long-term CSI of a given user we add $32 \times 2 = 64$ bytes into the ACK, which corresponds to about $80\mu$s of additional airtime since the ACK is also modulated in the lowest PHY rate in order to be robust. Since channel gain updates occur every 800ms, and assuming say a network with 40 active users, on average every $\frac{8000}{40} = 200\text{ms}$ one user will need to update its long-term CSI to the AP, which results in a small overhead of $80\mu$s/200ms = 0.4%. The total overhead is less than 0.5% of airtime, and even in an 8x8 MU-MIMO system it would be less than 1%.

B. Passive feedback protocol extension

The Passive Feedback protocol extension requires no support from end clients and relies on the channel sounding stage of a standard MU-MIMO transmission to update the G matrix. Similar to the active feedback extension, the AP sets its antennas to different directions in a round robin fashion so that all antenna modes can be eventually trained. The difference is that instead of changing directions when transmitting beacon frames, it changes directions during normal transmissions.

Clearly this protocol extension is fully compatible with the 802.11 standard and it introduces no airtime overhead whatsoever. However, every time a new user joins the AP or an already associated user moves by a sizable amount, the AP has to use 8 data transmissions towards a user group that includes this user to update the row of the G matrix corresponding to this user. To do so, the 8 antenna configurations shown in Table I have to be used. As already discussed, the average performance of these 8 configurations is still 1.2x that of the omni mode, but clearly they perform far from the 3.5x gains achieved by the best configurations. The performance hit from this depends on the portion of time that transmissions take place using these 8 configurations versus using a configuration found by the CN-SVD algorithm. This, in turn, depends on user dynamics, e.g. how often new users join, and, more important, how mobile the users are, forcing the system to update elements of the G matrix. We investigate the effect of mobility and estimate the long-run performance gain in the presence of period G matrix updates below.

C. User mobility and long-run performance

When a user changes its location, the G matrix may need to be updated either with the active or the passive feedback protocol, and, there is a temporary performance hit. To see this, we perform MU-MIMO transmissions in a dynamic office environment and report the performance of Omni versus CN-SVD with passive feedback. Specifically, we conduct 20 transmissions with static users, change the location of some users at transmission 21, and conduct further transmissions after that. Figure 14b shows the higher throughput achieved by the CN-SVD algorithm during the first 20 transmissions, the throughput drop at transmission 21 at the levels of Omni, and the quick rebound after the update of the G matrix during the 8 transmissions following transmission 21. Note that at transmission 21 the system automatically detects the drastic change in some users’ long-term CSI as shown in Figure 3a and triggers the use of the 8 antenna configurations shown in Table I to update G matrix.

How often does the system has to update the G matrix? Not too often, since wireless devices connected to a WiFi network change their location in minute time-scales [34], [35], [36], whereas the process of updating the row of a device/user in the G matrix takes much less. To make this precise and compute the long-run performance gain we resort to both back of the envelope calculations and to simulations.

In 802.11ax, the maximum transmission length is about 5ms when packet aggregation is used. A feedback report,
which contains the instantaneous CSI of the users, is typically $16 \times 12 \times 52 = 9984$ bits long in a 4x4 scenario and takes up to 1.5ms to transmit [44]. Including the airtime for sounding and the ACK transmissions from the 4 users (each ACK frame takes 48$$\mu$s to be transmitted [45]), it takes up to 7ms to complete an MU-MIMO transmission. An AP needs 8 transmissions to learn the long-term gain information of 4 users, or, equivalently, at most 56ms. (Clearly, it makes no sense to use packet aggregation when transmitting with the 8 training antenna configurations, but we choose to be conservative in our calculations.) Let’s assume that a user changes location every say 10 seconds. Assuming there are 40 active users associated with the AP and the AP serves them equally, the user under consideration will be part of 10% of the user groups. Thus, during the 10 seconds that the user stays put, it is receiving data for 1 second (assuming saturation regime). Based on the previous analysis, for 56ms the user’s gain is 1.2x and for the rest of time it is 3.5x, resulting in a 1.2 $\times$ 56/1000 + 3.5 $\times$ 944/1000 $\approx$ 3.4x average performance gain.

Last, we use simulations to determine the effect of varying mobility to erformance. An AP serves a total of 40 mobile users through 8x8 MU-MIMO transmissions. Users’ inter-move times are exponentially distributed with an average of less than 10 seconds (see x-axis in Figure 14c for used values). Whenever a user moves, its long-term CSI changes and has to be remeasured. We run the simulation for 100 seconds and compare the average capacity obtained by Omni versus CN-SVD with passive feedback. We also record the proportion of time that the passive feedback mechanism spends on remeasuring the long-term CSI. As shown in Figure 14c, even if the users move as frequently as every 3 seconds we still achieve a significant gain over Omni.

VIII. IMPLEMENTATION OVERHEAD

In this section we are going to discuss the implementation overhead of our proposed algorithm in practice. Three types of overhead will be introduced to the WiFi system: 1) the airtime overhead for measuring the long-term channel gains, 2) the computation overhead for finding the best antenna configurations and 3) the additional power consumption from the use of switched-beam antennas. As we have already discussed the airtime overhead in Section VII, we will be focusing on the additional computation and power consumption here.

Assume the AP is equipped with $n$ switched-beam antennas to serve $n$ users concurrently, while each antenna has a total of $d$ directional modes. In this case, we would have a $G$ matrix of size $n$-by-$nd$. Recall that we use Algorithm 2 to recursively search for the best mode for each of the $n$ antennas. The number of total recursions could vary from 1 to $n$: in the worst case, we will need to run the ALG algorithm (see Algorithm 1) $n$ times and compute $\kappa(G_{u,d})$ for $1 + 2 + \cdots + n = O(n^2)$ times. Now, both ALG and $\kappa$ operations are dominated by a singular-value decomposition (SVD), which costs $O(n^2 m^2)$ for an $m$-by-$n$ matrix. Thus, the total worst-case time complexity of the CN-SVD algorithm would be $O(n^4 d^2 + n^3)$. Since the latest standard (802.11ax) only allows the AP to serve up to 8 users concurrently via MU-MIMO transmission, it is reasonable to assume that $d > n$ and thus the overall time complexity becomes $O(n^4 d^2)$, which is much smaller than the time complexity of brute-force search, $O(n^3 d^m)$.

Similarly, the worst-case time complexity of the extended algorithms can be found as follows: assuming a total of $m$ users and other things remain unchanged, the Cross Selection algorithm (CROSS, see Algorithm 3) first selects $n$ out of the $m$ users and then performs CN-SVD on them. The first operation costs $O(m^2 m^2)$ and will only be executed once. Therefore, the total worst-case time is upper-bounded by either $O(n^4 d^2)$ or $O(m^2 m^2 d^m)$ depending on the value of $m$, as opposed to $O(n^3 d^m)$ by brute-force search. On the other hand, the time complexity of CN-SVD for 802.11ax (CN-SVDax, see Algorithm 4) is upper-bounded by $O(kn m^2)$ with $k$ being the number of RU groups, where the brute-force search still has an exponential time complexity $O(n^3 d^m)$.

In practice, the CN-SVD algorithm takes a couple of milliseconds to finish in a standard CPU in Matlab, and will take much shorter time if programmed in C. As a result, such time would be shorter than the total time of a typical MU-MIMO transmission, which allows the AP to find the best antenna configuration to be used in the next transmission in advance while performing the current transmission.

Finally, our proposed algorithm poses little additional power consumption to the system. Under the Active Feedback mechanism described in Section VII-A, the AP injects training symbols to its beacons, while the user sends back its long-term channel gain information by also injecting it into the
ACK frame. As a result, we have not introduced any new transmission into the system, but rather slightly extended some existing ones (beacon and ACK). Clearly, the extra power consumption is negligible in this case. Similarly, for the Passive Feedback mechanism (Section VII-B), all additional information is collected through ordinary data transmissions, thus no extra power consumption to the system is incurred.
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