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Abstract—In this paper, we consider a multi-objective control problem for stochastic systems that seeks to minimize a cost of interest while ensuring safety. We introduce a novel measure of safety risk using the conditional value-at-risk and a set distance to formulate a safety risk-constrained optimal control problem. Our reformulation method using an extremal representation of the safety risk measure provides a computationally tractable dynamic programming solution. A useful byproduct of the proposed solution is the notion of a risk-constrained safe set, which is a new stochastic safety verification tool. We also establish useful connections between the risk-constrained safe sets and the popular probabilistic safe sets. The tradeoff between the risk tolerance and the mean performance of our controller is examined through an inventory control problem.

I. INTRODUCTION

Control and verification of safety-critical systems have been an important problem in many domains such as air traffic control, autonomous vehicles, robotics, energy systems, and food supply chains. A part of such systems can often be modeled as a stochastic system due to the environmental and/or model uncertainty. To verify that a stochastic system is evolving within a safe range of operation with a pre-specified probability and to construct an associated safety-preserving controller, several reachability-based tools have been developed using Markov chain approximations [1], Hamilton-Jacobi-Isaacs reachability [2], barrier certificates [3], dynamic programming for probabilistic safe sets [4], and infinite-dimensional linear programming [5], among others. However, ensuring safety may not be the only objective in practice: it is also desirable to minimize a cost function of interest by employing an optimal controller. Even with the aforementioned verification tools, multi-objective stochastic optimal control of safety-critical systems is challenging. One safety-oriented suboptimal approach is to use a safe control action whenever the system ventures near the boundary of a probabilistic safe set; otherwise, an optimal control action is used [6]. A lexicographic optimal control approach has been proposed in [7] to guarantee that the probability for a system being safe is close to the maximum possible safety probability. On the other hand, [8] uses linear temporal logic as a constraint to enforce safety with probability 1 in an optimal control problem.

Departing from such probabilistic and temporal logic-based methods, this paper proposes a risk-based approach to solving safety-aware optimal control of stochastic systems. Our method employs the conditional value-at-risk (CVaR) and a set distance to measure the risk of a system being unsafe. By solving an optimal control problem with associated safety risk constraints, we can design a control strategy that minimizes a cost function of interest while limiting the risk of unsafety. Unlike the probabilistic methods [6], [7], our proposed method does not require us to separately solve a verification problem to compute probabilistic safe sets or safe control policies. In other words, the risk-based approach merges the verification and optimal control procedures into a single step. A useful byproduct of our risk-constrained optimal control method is a novel verification tool, called the risk-constrained safe set. Such a set contains all initial states that can be driven to satisfy all safety risk constraints by an admissible control policy.

The contributions of this work can be summarized as follows. First, we introduce a novel measure of safety risk by using CVaR and the distance between the system state and a desired set \( A \) for safety. This safety risk measure represents the conditional expectation of the distance between the state and \( A \) within the \( (1-\alpha) \) worst-case quantile of an associated safety loss distribution, where \( \alpha \in (0,1) \). Our measure enjoys an important advantage of CVaR over the value-at-risk (VaR) or the chance constraints that CVaR takes into account the possibility of tail events in which safety losses exceed VaR while VaR is incapable of distinguishing situations beyond VaR [9]. Second, we develop a computationally tractable dynamic programming solution through two reformulation procedures. The first step reformulates the CVaR constraint in an associated Bellman equation into a tractable expectation constraint. The second step removes the minimization problem for computing a set distance from the constraint in the case of finitely supported disturbance distributions. As a result, the reformulated Bellman equation can be solved by existing convex optimization algorithms when the system dynamics are affine and the cost function is convex. Third, we establish interesting connections between the proposed risk-constrained safe sets and the popular probabilistic safe sets. In addition, we propose a simple method to compute the risk-constrained safe sets from the Bellman equation. The tradeoff between the mean performance and risk tolerance of our controller is also studied through an example of stochastic inventory control.

The remainder of this paper is organized as follows. Section II introduces the safety risk measure and an associated safety-aware optimal control problem. Its dynamic programming solution is developed in Section III. The con-
Consider the following discrete-time safety risk:
\[ x_{t+1} = f(x_t, u_t, w_t) \]
where \( x_t \in \mathbb{R}^n \) is the system state. The control input \( u_t \) is assumed to lie in a convex set \( U \subseteq \mathbb{R}^m \). The stochastic disturbance \( w_t \in \mathbb{W} \subseteq \mathbb{R}^l \) is defined on a standard filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\). Note that with the filtration \( \{\mathcal{F}_t\}_{t \geq 0} \), \( w_t \) is \( \mathcal{F}_t \)-measurable and thus \( x_{t+1} \). We say that the system is safe at stage \( t \) if \( x_t \) lies in a desired set \( A \) for safety, where \( A \) is a compact Borel set in \( \mathbb{R}^n \). The set \( A \) represents a safe range of operation in the state space. Such a setting has been extensively used in the literature of stochastic reachability analysis (e.g., [4]). As a first step to unify the safety specification and optimal control of stochastic systems, we propose a novel notion of safety risk using set distance and Conditional Value-at-Risk in the following subsection.

A. Safety Specification Using Conditional Value-at-Risk

For stochastic systems of the form (1), we can measure the loss of safety or the degree of unsafety at stage \( t \) as the distance between \( x_t \) and the set \( A \). The distance between a point \( x \in \mathbb{R}^n \) and a set \( A \subseteq \mathbb{R}^n \) is defined as follows:
\[ \text{dist}(x, A) := \inf_{y \in A} \| x - y \|. \]

If the system is safe at stage \( t \), i.e., \( x_t \in A \), then the loss of safety \( \text{dist}(x_t, A) = 0 \). On the other hand, when the system is unsafe, i.e., \( x_t \notin A \), the loss of safety increases as \( x_t \) moves farther from the desired set \( A \). Note that \( x \mapsto \text{dist}(x, A) \) is convex due to the triangular inequality when the set \( A \) is convex. In addition, there exists a minimizer if the set \( A \) is compact. We assume that our desired set \( A \) for safety is convex and compact.

To quantify safety risk, we adopt Conditional Value-at-Risk (CVaR) among several risk measures that are coherent in the sense of Artzner et al. [10]. CVaR measures the expected value conditioned on being within a user-specified percentage \( (1 - \alpha) \times 100\% \) of the worst-case loss scenario. CVaR of a random loss \( X \) is defined as\(^\text{1}\) \( \text{CVaR}_\alpha(X) := \mathbb{E}[X | X \geq \text{VaR}_\alpha(X)] \) with \( \alpha \in (0, 1) \), where the value-at-risk (VaR) of \( X \) with the cumulative distribution function \( F_X \) is given by \( \text{VaR}_\alpha(X) := \inf\{ x \in \mathbb{R} | F_X(x) \geq \alpha \} \). The following extremal representation of CVaR is particularly useful in optimization of CVaR [11], [9]:
\[ \text{CVaR}_\alpha(X) = \min_{z \in \mathbb{R}} \mathbb{E} \left[ z + \frac{(X - z)^+}{1 - \alpha} \right]. \]

Suppose that the minimization problem above has a unique optimal solution. Then, it corresponds to VaR at probability \( \alpha \), and CVaR is equal to VaR plus the expected safety losses exceeding VaR divided by the probability, \( 1 - \alpha \), of these losses occurring.

Using CVaR, we can quantify the risk of the system unsafety at stage \( t + 1 \) given the information collected up to stage \( t + 1 \) as
\[ \text{CVaR}_\alpha[\text{dist}(x_{t+1}, A)|\mathcal{F}_t] := \min_{z \in \mathbb{R}} \mathbb{E} \left[ (\text{dist}(x_{t+1}, A) - Z)^+ \right] \frac{1}{1 - \alpha}, \]
which is a random variable adapted to \( \mathcal{F}_t \). The safety risk (4) measures the conditional expectation of the distance between \( x_{t+1} \) and the desired set \( A \) within the \( (1 - \alpha) \) worst-case quantile of the safety loss distribution. Note that we use the conditional version of CVaR (conditioned on \( \mathcal{F}_t \)) [12], [13], which is not only practical but also essential to formulate an optimal control problem in a time-consistent way as explained in Section III-A.

B. Safety-Aware Stochastic Optimal Control

Our goals in designing a controller are twofold: while controlling the system (1), we want (i) to limit the safety risk (4) by a predefined threshold \( \delta \) and (ii) to minimize a cost function of interest. These objectives can be achieved by solving the following risk-constrained stochastic optimal control problem:
\[ \min_{\pi \in \Pi} \mathbb{E}^\pi \left[ \sum_{t=0}^{T-1} r(x_t, u_t) + q(x_T) \right] \]
\[ \text{s.t. } \text{CVaR}_\alpha[\text{dist}(x_{t+1}, A)|\mathcal{F}_t] \leq \delta, t \in T, \]
where \( r : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) and \( q : \mathbb{R}^n \to \mathbb{R} \) are a stage-wise and terminal cost function of interest, respectively, and \( T := \{0, 1, \cdots, T - 1\} \). Here, the set \( \Pi \) of admissible control strategies is given by \( \Pi := \{ \pi := (\pi_0, \cdots, \pi_{T-1}) \mid \pi_i(\mathcal{U}|h_t) = 1 \forall h_t \in H_t \} \), where \( H_t \) is the set of histories up to stage \( t \) whose element is of the form \( h_t := (x_0, w_0, \cdots, x_{t-1}, u_{t-1}, x_t) \) and \( \pi_i \) is a stochastic kernel from \( H_t \) to \( \mathcal{U} \). In addition, \( \mathbb{E}^\pi \) and \( \text{CVaR}_\alpha \) represent the expectation and CVaR taken with respect to the probability measure induced by a control strategy \( \pi \).

The risk tolerance parameter \( \delta \) is nonnegative to be consistent with the nonnegativity of \( \text{dist}(x_{t+1}, A) \). When \( \delta = 0 \), \( x_{t+1} \) must lie in the set \( A \) with probability 1, and thus the risk constraint becomes a hard (deterministic) constraint. The threshold \( \delta \) is a user-specified design parameter and has a practical meaning: \( \delta \) represents the maximum allowable expected deviation of the state from the set \( A \) conditioned on being in the \( (1 - \alpha) \) worst-case quantile. The effect of \( \delta \) on the minimal cost depends on problem instances and is studied through an example in Section V.

III. DYNAMIC PROGRAMMING AND CONVEXITY

A. Time-Consistency and Bellman Equation

Suppose for a moment that we employ different safety risk constraints of the form \( \text{CVaR}_\alpha[\text{dist}(x_{s+1}, A)|\mathcal{F}_0] \leq \delta \forall s \in \mathbb{N} \).
In words, we guarantee the risk constraints assuming that all of them are viewed at stage 0 with no information. The tower rule (or the law of total expectation) does not hold for CVaR. Thus, $\text{CVaR}_\alpha(\text{CVaR}_\alpha(\text{dist}(x_{t+1}, A) | F_{t-1}) | F_0) \neq \text{CVaR}_\alpha(\text{dist}(x_{t+1}, A) | F_0)$, which implies that the risk constraint may be violated when evaluated at stage $t$ with information collected up to stage $t - 1$. Therefore, this problem formulation is time-inconsistent, meaning that an optimal control strategy constructed before or at stage 0 is no longer optimal when viewed at later stages [14]. Dynamic programming is not directly applicable to such a time-inconsistent problem as we cannot break the problem into sub-problems whose optimal solutions can be used to solve the original problem. There are two main paths to resolve the issue of time-inconsistency. The first is to focus on optimal pre-commitment strategies that are viewed only at stage 0, and cannot be revised at later stages. Several techniques have been developed to compute an optimal pre-commitment strategy for optimal control of CVaR [15], [16], [17], [18], [19], [20]. The second strategy is to employ time-consistent dynamic risk measures that guarantee the time-consistency of the control problem [14], [13], [21], [22]. This approach requires special care when interpreting the practical meaning of such risk measures as they are usually defined as a composition of multiple conditional risk mappings.

Our problem formulation is closely related with the second approach: our conditional version of CVaR (4) ensures the time-consistency of the optimal control problem (5). By solving (5), a control strategy is designed offline before stage 0 to satisfy the risk constraint $\text{CVaR}_\alpha(\text{dist}(x_{t+1}, A) | F_{t-1}) \leq \delta$ at stage $t$ using information gathered up to stage $t - 1$. Thus, the designed control strategy ensures the risk constraint when viewed and evaluated at stage $t$. To check the applicability of dynamic programming, we decompose (5) into multiple sub-problems whose optimal solutions can be used to design an optimal strategy for (5). We define the value function associated with (5) as follows:

$$v_t(x) := \inf_{u \in U, z \in \mathbb{R}} \mathbb{E}^T \left[ \sum_{s=t}^{T-1} r(x_s, u_s) + q(x_T) \right]_{x_T = x} \tag{6}$$

s.t $\text{CVaR}_\alpha^T(\text{dist}(x_{s+1}, A) | F_{s-1}) \leq \delta, s \in T_t,$

which represents the minimum expected cost-to-go given the safety risk constraints are satisfied for all stages from $t$ to $T - 1$, where $T_t := \{t, t+1, \ldots, T-1\}$. We now use backward induction to confirm that the sub-problems (6) can be used to solve (5), which is equivalent to solving (6) for $t = 0$. Note that $v_T$ is given by $q$. Suppose now that $v_{t+1}$ is known. Then,

$$v_t(x) = \inf_{u \in U} \mathbb{E}[r(x, u) + v_{t+1}(f(x, u, w_t))] \tag{7}$$

s.t $\text{CVaR}_\alpha(\text{dist}(x_{t+1}, A) | F_{t-1}) \leq \delta$

because the risk constraints for $s \in T_{t+1}$ are considered in the optimization problem (6) for $v_{t+1}$. By letting $\pi_{opt}^{x_{opt}}(x)$ be an argmin of the optimization problem (if it exists) for $t \in T$, we obtain an optimal control policy. In fact, this illustrates the dynamic programming solution of our control problem (5). However, the Bellman equation (7) involves a triple-level minimization problem with (i) the outer minimization problem over $u$, (ii) the middle-level minimization problem (4) for CVaR and (iii) the inner minimization problem (2) for the distance function. We can significantly simplify the Bellman equation by reformulating the CVaR constraints as expectation constraints.

**Theorem 1 (Bellman equation I).** The value function defined in (6) satisfies the following Bellman equation:

$$v_t(x) = \inf_{u \in U, z \in \mathbb{R}} \left[ r(x, u) + \mathbb{E}[v_{t+1}(f(x, u, w_t))] \right] \tag{8}$$

s.t $\mathbb{E} \left[ z + \frac{\text{dist}(f(x, u, w_t), A) - z}{1 - \alpha} \right] \leq \delta$

for $t \in T$ with $v_T(x) = q(x)$.

**Proof.** Using the dynamic programming principle, we have

$$v_t(x) = \inf_{u \in U} r(x, u) + \mathbb{E}[v_{t+1}(f(x, u, w_t))] \tag{9}$$

s.t $\text{CVaR}_\alpha(\text{dist}(f(x, u, w_t), A) \leq \delta,$

which is equivalent to (7). We denote the right-hand side of (8) as $\tilde{v}_t(x)$ and show that $\tilde{v}_t \leq v_t$ at any $x \in \mathbb{R}^n$, $\alpha \in [0, 1]$, first we note that for any $\epsilon > 0$ there exists $u^* \in U$ such that

$$v_t(x) + \epsilon > r(x, u^*) + \mathbb{E}[v_{t+1}(f(x, u^*, w_t))] \tag{9}$$

and

$$\text{CVaR}_\alpha(\text{dist}(f(x, u^*, w_t), A) \leq \delta.$$

By the extremal representation (3) of CVaR, the second inequality is equivalent to

$$\min_{z \in \mathbb{R}} \mathbb{E} \left[ z + \frac{\text{dist}(f(x, u^*, w_t), A) - z}{1 - \alpha} \right] \leq \delta,$$

which implies that there exists $z^* \in \mathbb{R}$ such that

$$\mathbb{E} \left[ z^* + \frac{\text{dist}(f(x, u^*, w_t), A) - z^*}{1 - \alpha} \right] \leq \delta.$$

Combining this with the inequality (9), we have

$$v_t(x) + \epsilon > \inf_{u \in U, z \in \mathbb{R}} r(x, u) + \mathbb{E}[v_{t+1}(f(x, u, w_t))] \tag{10}$$

s.t $\mathbb{E} \left[ z + \frac{\text{dist}(f(x, u, w_t), A) - z}{1 - \alpha} \right] \leq \delta.$

Letting $\epsilon \to 0$, we have $\tilde{v}_t(x) \leq v_t(x)$.

We now show that $\tilde{v}_t(x) \geq v_t(x)$. For any $\epsilon > 0$, there exists $(\hat{u}, \hat{z}) \in U \times \mathbb{R}$ such that

$$\tilde{v}_t(x) + \epsilon > r(x, \hat{u}) + \mathbb{E}[v_{t+1}(f(x, \hat{u}, w_t))]$$

and

$$\mathbb{E} \left[ \hat{z} + \frac{\text{dist}(f(x, \hat{u}, w_t), A) - \hat{z}}{1 - \alpha} \right] \leq \delta.$$

Due to the extremal formula (3) of CVaR, the second inequality implies that

$$\text{CVaR}_\alpha(\text{dist}(f(x, \hat{u}, w_t), A) \leq \delta.$$
Therefore, $\hat{v}_t(x) + \epsilon > v_t(x)$, which implies that $\hat{v}_t(x) \geq v_t(x)$ as $\epsilon \to 0$.

The minimization problem in the reformulated Bellman equation (8) is a computationally tractable stochastic program while the original Bellman equation (7) involves a nontrivial CVaR constraint. A similar reformulation approach has been proposed by Krokhmal et al. [23] in the context of single-stage optimization with CVaR constraints. Unlike their method based on the Karush-Kuhn-Tucker conditions, however, our proof does not assume the existence of an optimal solution $u^{opt}$ or the convexity of the objective and constraint functions. In other words, the proposed method not only yields a computationally tractable version of the Bellman equation but also broadens the applicability of the efficient reformulation method in [23] for CVaR-constrained optimization. We will further enhance the computational tractability of (8) in Section III-C.

B. Convexity of Value Functions

We now provide conditions under which the stochastic program in the Bellman equation (8) and the value function $v_t$ are convex.

**Proposition 1.** Suppose that $(x, u) \mapsto f(x, u, w)$ is affine on $\mathbb{R}^n \times \mathbb{U}$ for each $w \in \mathbb{W}$, $r$ is convex on $\mathbb{R}^n \times \mathbb{U}$, and $q$ is convex on $\mathbb{R}^n$. Then, the value function $v_t$ is convex on $\mathbb{R}^n$ for all $t \in T$.

**Proof.** We use mathematical induction backward in time. At stage $T$, $v_T = q$ is convex on $\mathbb{R}^n$. Suppose now that $v_{t+1}$ is convex on $\mathbb{R}^n$. At stage $t$, fix two arbitrary states $x^1, x^2 \in \mathbb{R}^n$. Due to the Bellman equation (8), for any $\epsilon > 0$ there exists $(u^i, z^i) \in \mathbb{U} \times \mathbb{R}$, $i = 1, 2$, such that

$$v_t(x^i) + \epsilon > r(x^i, u^i) + \mathbb{E}[v_{t+1}(f(x^i, u^i, w_t))]$$

and

$$\mathbb{E}\left[ z^i + \frac{(\text{dist}(f(x^i, u^i, w_t), A) - z^i)^+}{1 - \alpha} \right] \leq \delta.$$  

Let $x^\lambda := \lambda x^1 + (1 - \lambda)x^2 \in \mathbb{R}^n$ and $(u^\lambda, z^\lambda) := \lambda(u^1, z^1) + (1 - \lambda)(u^2, z^2) \in \mathbb{U} \times \mathbb{R}$. We first note that $(x, u) \mapsto \text{dist}(g(x, u, w_t), A)$ is convex for each $w_t \in \mathbb{W}$ since $x \mapsto \text{dist}(x, A)$ is convex and $(x, u) \mapsto f(x, u, w_t)$ is affine. Thus, $(x, u, z) \mapsto (\text{dist}(f(x, u, w_t), A) - z)^+$ is convex for each $w_t \in \mathbb{W}$ as $a \mapsto (a)^+$ is a convex increasing function. Therefore,

$$\mathbb{E}\left[ z^\lambda + \frac{(\text{dist}(f(x^\lambda, u^\lambda, w_t), A) - z^\lambda)^+}{1 - \alpha} \right] \leq \lambda \mathbb{E}\left[ z^1 + \frac{(\text{dist}(f(x^1, u^1, w_t), A) - z^1)^+}{1 - \alpha} \right]$$

$$+ (1 - \lambda)\mathbb{E}\left[ z^2 + \frac{(\text{dist}(f(x^2, u^2, w_t), A) - z^2)^+}{1 - \alpha} \right]$$

$$\leq \lambda \delta + (1 - \lambda)\delta = \delta.$$  

This implies that $(u^\lambda, z^\lambda)$ is a feasible solution of the minimization problem in (8) with $x = x^\lambda$. Thus,

$$v_t(x^\lambda) \leq r(x^\lambda, u^\lambda) + \mathbb{E}[v_{t+1}(f(x^\lambda, u^\lambda, w_t))].$$

Since $r$ is convex on $\mathbb{R}^n \times \mathbb{U}$ and $(x, u) \mapsto v_{t+1}(f(x, u, w_t))$ is convex due to the induction hypothesis, we have

$$v_t(x^\lambda) \leq \lambda r(x^1, u^1) + (1 - \lambda)r(x^2, u^2)$$

$$+ \mathbb{E}[\lambda v_{t+1}(f(x^1, u^1, w_t)) + (1 - \lambda)v_{t+1}(f(x^2, u^2, w_t))].$$

Combining this inequality with (10), we finally obtain

$$v_t(x^\lambda) < \lambda v_t(x^1) + (1 - \lambda)v_t(x^2) + \epsilon.$$  

Letting $\epsilon \to 0$, we conclude that $x \mapsto v_t(x)$ is convex on $\mathbb{R}^n$. This completes our inductive argument.

Since $v_t$ is convex for all $t \in T$ under the conditions in Proposition 1, the objective function of the stochastic program in the Bellman equation (8) is convex. The constraint is also convex since $u \mapsto f(x, u, w_t)$ is affine for each $(x, w_t)$ and $x \mapsto \text{dist}(x, A)$ is convex. Therefore, the stochastic program in (8) is convex. This convexity is also used in our numerical experiments in Section V to approximate $v_t$ as the convex envelope of $v_t$ discretized over $x$.

C. Finitely Supported Disturbance Distributions

We now consider the case of finitely supported disturbance distributions. This case is practically important as most empirical distributions directly obtained from data have a finite support. Furthermore, the popular sample average approximation (e.g., [24]) reduces the control problem (5) with an infinite support to the case of finitely supported disturbance distributions. Suppose that the support $\mathbb{W}$ of the disturbance distribution is given by

$$\mathbb{W} := \{ w^{(i)} \in \mathbb{R}^n \mid i = 1, \cdots, N \},$$

which is a finite set. In this case, we can further simplify the Bellman equation (8) as the following deterministic optimization problem by removing the set distance function from the constraints.

**Theorem 2** (Bellman equation II). Suppose that the disturbance distribution has a finite support of the form (11). Then, the Bellman equation (8) is equivalent to

$$v_t(x) = \inf_{u \in \mathbb{U}, y \in A^N, z \in \mathbb{R}} \left\{ r(x, u) + \frac{1}{N} \sum_{i=1}^{N} v_{i+1}(f(x, u, w^{(i)})) \right\}$$

$$s.t. \ z + \sum_{i=1}^{N} \frac{\| f(x, u, w^{(i)}) - y^{(i)} \|}{N(1 - \alpha)} \leq \delta$$

for $t \in T$ with $v_T(x) = q(x)$.

**Proof.** Let $\hat{v}_t(x)$ be the right-hand side of the equality above. With the support (11), the constraint in the Bellman equation (8) can be rewritten as

$$z + \sum_{i=1}^{N} \left( \text{dist}(f(x, u, w^{(i)}), A) - z \right)^+ \leq \delta,$$

where $\text{dist}(f(x, u, w^{(i)}), A) = \min_{y^{(i)} \in A} \| f(x, u, w^{(i)}) - y^{(i)} \|$ since $A$ is compact and convex. Using an argument similar to the proof of Theorem 1, we can show that $\hat{v}_t = v_t$.  


Under the conditions in Proposition 1, the simplified Bellman equation involves a deterministic convex program, which can be efficiently solved by several existing convergent algorithms. The dimension of its optimization variable linearly increases the cardinality $N$ of the support $\mathcal{W}$. It is worth mentioning that our focus is not to resolve the fundamental scalability issue in dynamic programming: the computational complexity of our approach scales exponentially with the dimension $n$ of state space as in standard dynamic programming. The major advantage of our method is to reformulate the triple-level optimization problem in the original Bellman equation \((7)\) as a tractable single-level optimization problem.

IV. Risk-Constrained Safe Sets

So far, we have viewed the CVaR-based safety risk as a constraint of an optimal control problem. In this section, we illustrate how the safety risk can be used to verify the safety of stochastic systems.

A. Connection to Probabilistic Reachability Analysis

We begin by establishing a few interesting connections between our risk-based approach and the probabilistic safety/reachability specifications. To verify that a stochastic system starting from a particular initial point can be controlled to operate in a safe range $A$ with a pre-specified probability $\alpha$, one can use the probabilistic safe set, defined as

$$S_\alpha(A) := \{x \in \mathbb{R}^n \mid \exists \pi \in \Pi \text{ s.t. } x_0 = x, \ P^\pi(x_t \in A, t = 1, \ldots, T) \geq \alpha \}.$$  

If $x_0 \in S_\alpha(A)$, then there exists a control strategy that guarantees the system safety with probability greater than or equal to $\alpha$. Dynamic programming-based tools to compute such probabilistic safe sets have been developed for stochastic hybrid systems (SHS) \cite{4, 25, 26}, partially observable SHS \cite{27}, and stochastic systems under distributional ambiguity \cite{6}. Departing from these tools for probabilistic safe sets, our risk-constrained method provides the following novel safe sets that can also be used for safety specification and verification:

**Definition 1** (Risk-constrained safe set). We define the risk-constrained safe set for $A$ as

$$RS_{\alpha,\delta}(A) := \{x \in \mathbb{R}^n \mid \exists \pi \in \Pi \text{ s.t. } x_0 = x, \ \text{CVaR}_{\alpha}^\pi(\text{dist}(x_{t+1}, A) | F_{t-1}) \leq \delta, t \in T \}$$

for some $\alpha \in (0, 1)$ and $\delta \geq 0$.

In words, whenever $x_0 \in RS_{\alpha,\delta}(A)$, we can control the system to satisfy the CVaR-based safety constraint for all stages. We will introduce a method to compute the risk-constrained safe sets in the next subsection. Before this, we take a close look at the CVaR constraint to relate $RS_{\alpha,\delta}(A)$ with $S_\alpha(A)$. Our first observation is that when $\delta = 0$, $\text{dist}(x_{t+1}, A) = 0$ with probability 1 because (i) its $(1 - \alpha)$ worst-case quantile is less than or equal to zero and (ii) the distance is greater than or equal to zero by definition. This observation leads to the following proposition:

**Proposition 2.** If the risk threshold parameter $\delta = 0$, then the risk-constrained safe set $RS_{\alpha,\delta}(A)$ is a subset of the probabilistic safe set $S_\alpha(A)$. Furthermore,

$$RS_{\alpha,0}(A) = S_\alpha(A) \subseteq S_\alpha(A) \quad \forall \alpha \in (0, 1).$$

**Proof.** Fix the initial state $x_0$ as $x \in RS_{\alpha,\delta}(A)$ for $\delta = 0$. Then, there exists a strategy $\pi \in \Pi$ such that for each $\alpha \in (0, 1)$, $P^\pi(\text{dist}(x_{t+1}, A) = 0 | x_t, \cdots, x_1) = P^\pi(x_{t+1} \in A | x_t, \cdots, x_1) = 1$ for all $t \in T$. Due to the chain rule,

$$P^\pi \left( \bigcap_{t=1}^T \{x_t \in A \} \right) = \prod_{t=1}^T P^\pi \left( x_t \in A \bigcap_{s=1}^{t-1} \{x_s \in A \} \right) = 1,$$

which implies that $x \in S_\alpha(A)$. The reverse of the aforementioned argument is also valid. Thus, if $x \in S_\alpha(A)$, then $x \in RS_{\alpha,\delta}(A)$. Note also that $S_\alpha(A) \subseteq S_\alpha(A)$ for any $\alpha \in (0, 1)$, the statement in the proposition holds.

Proposition 2 implies that $RS_{\alpha,\delta}(A)$ can be used for very conservative decision-making in terms of safety via hard constraints. When $\delta > 0$, we have another interesting connection between risk-constrained and probabilistic safe sets as follows:

**Proposition 3.** Let $A_\delta := \{x \in \mathbb{R}^n \mid \text{dist}(x, A) \leq \delta \}$ for any $\delta > 0$. Then, the risk-constrained safe set $RS_{\alpha,\delta}(A)$ is a subset of the probabilistic safe set $S_{\alpha^\tau}(A_\delta)$, i.e.,

$$RS_{\alpha,\delta}(A) \subseteq S_{\alpha^\tau}(A_\delta).$$

**Proof.** Choose an arbitrary initial state $x$ from $RS_{\alpha,\delta}(A)$. Then, there exists a control policy $\pi \in \Pi$ such that for each $\alpha \in (0, 1)$, $P^\pi(\text{dist}(x_{t+1}, A) \leq \delta | x_t, \cdots, x_1) = P^\pi(x_{t+1} \in A | x_t, \cdots, x_1) \geq \alpha$ for all $t \in T$. The chain rule for conditional probability implies that $P^\pi(\{x_t \in A_\delta \}) = \prod_{t=1}^T P^\pi(x_t \in A_\delta | \{x_s \in A_\delta \}) \geq \alpha^\tau$. Thus, $x \in S_{\alpha^\tau}(A_\delta)$ for each $\alpha \in (0, 1)$.

Due to the definition of set distance-based safety risk, Proposition 3 compares $RS_{\alpha,\delta}(A)$ with the probabilistic safe set for a relaxed desirable set $A_\delta$. To compare with $S_\alpha(A)$ instead of $S_{\alpha^\tau}(A_\delta)$, it is often useful to consider $RS_{\alpha,\delta}(A-\delta)$, which is contained in $S_{\alpha^\tau}(A)$, where $A-\delta := \{x \in \mathbb{R}^n \mid \text{dist}(x, A^\tau) \geq \delta \}$ for $\delta > 0$.

B. From Value Functions to Risk-Constrained Safe Sets

We now propose a simple approach to computing the risk-constrained safe sets by using the value function of \((5)\). The key idea is that $x \in RS_{\alpha,\delta}(A)$ if the risk-constrained optimal control problem \((5)\) with $x_0 = x$ has a non-empty feasible set.

**Theorem 3.** Suppose that

$$r(x,u) < +\infty \quad \forall u \in U, \quad q(x) < +\infty$$

for each $x \in \mathbb{R}^n$. Then, the risk-constrained safe set can be computed as

$$RS_{\alpha,\delta}(A) = \{x \in \mathbb{R}^n \mid v_\delta(x) < +\infty \}.$$
Proof. Fix \( x \in RS_{\alpha, \delta}(A) \). Then, there exists a control policy \( \hat{\pi} \in \Pi \) such that CVaR_{\alpha}^\delta[\text{dist}(x_{t+1}, A) | F_{t-1}] \leq \delta, t \in T, \)
where \( x_0 = x \). Suppose that \( v_0(x) = +\infty \). Since \( \hat{\pi} \) satisfies all the risk constraints, \( \mathbb{E}^\delta[\sum_{t=0}^{T-1} r(x_t, u_t) + q(x_T) | x_0 = x] \geq v_0(x) = +\infty \). However, \( r(x_t, u_t) < +\infty \ \forall t \in T \) and \( q(x_T) < +\infty \) under the policy \( \hat{\pi} \). This is a contradiction and thus \( v_0(x) < +\infty \).

We now choose an arbitrary initial state \( x_0 = x \) such that \( v_0(x) < +\infty \). For any \( \epsilon > 0 \), there exists \( \hat{\pi} \in \Pi \) such that \( \mathbb{E}^\delta[\sum_{t=0}^{T-1} r(x_t, u_t) + q(x_T) | x_0 = x] < v_0(x) + \epsilon < +\infty \). Thus, CVaR_{\alpha}^\delta[\text{dist}(x_{t+1}, A) | F_{t-1}] \leq \delta, t \in T, \) where \( x_0 = x \). This implies that \( x \in RS_{\alpha, \delta}(A) \). \( \square \)

By Theorem 3, we can use our dynamic programming solution of (5) in two useful ways. First, we can verify whether a given initial state \( x_0 = x \) will satisfy all the safety risk constraints by checking the value \( v_0(x_0) \). Second, we can explicitly construct an optimal risk-averse policy \( \pi^{\text{opt}} \) of (5) by solving associated Bellman equations backward in time. In particular, under the measurable selection condition (e.g., [28]), the Bellman equation admits an optimal solution \( u^{\text{opt}} \) for each \( (t, x) \) and thus one can construct a non-randomized Markov policy, which is optimal, by letting \( \pi^{\text{opt}}(x) := u^{\text{opt}} \).

V. APPLICATION TO INVENTORY CONTROL

To demonstrate the advantages of using our approach in a realistic problem, we examine an inventory control model. We define the state evolution function as
\[
x_{t+1} = x_t + u_t - w_t,
\]
where \( u_t \) is the quantity ordered/received at stage \( t \), \( w_t \) is the demand at stage \( t \), and \( x_t \) is the current inventory level. The control is bounded by \( u \in [0, 32] \), and we use a time horizon of one week, i.e., \( T := \{0, 1, \cdots, 7\} \). Any demand that is left unsatisfied is backlogged for the next stage, which is represented as a negative state value. We define the stage-wise cost as
\[
r(x_t, u_t, w_t) := c_o(x_t + u_t - w_t)^+ + c_u(w_t - x_t - u_t)^+,
\]
where \( c_o \) represents the holding or storage cost and \( c_u \) represents the cost of lost sales due to unavailable inventory. The desired set for safety is chosen as \( A = [0, 100] \). We use \( N = 40 \) samples of \( w_t \), generated from the distribution \( w_t \sim N(20, 6) \).

We first examine the tradeoff between the mean performance and the risk tolerance of our controller. Fig. 1 shows the mean total cost over independent simulations for several different risk tolerance values \( \delta \) when \( \alpha = 0.90 \). As the constraint is tightened by decreasing \( \delta \), the mean total cost increases. Having a larger \( \delta \) corresponds to a larger allowable deviation from the desired set \( A \), so the total cost decreases. The choice of optimal \( \delta \) thus depends on the designer’s preference for either a low-risk or a low-cost controller. Fig. 2 plots the value function at stage \( t = 0 \), for various values of \( \delta \). Here, we can see how higher values of \( \delta \) generate lower expected costs. This figure also shows another effect of tightening the CVaR constraint: the set \( RS_{\alpha, \delta}(A) \) of feasible initial states becomes smaller as \( \delta \) decreases.

Let \( RS_{\alpha, \delta, t}(A) \) be the time-dependent risk-constrained safe set initialized at stage \( t \), that is the set of \( x_i \)’s for which the CVaR constraint can be satisfied at all future times. As shown in Fig. 3, the time-dependent safe set shrinks as we move backwards in time. A state at stage \( t \) is feasible and is in the time-dependent risk-constrained safe set if a control value can be found that satisfies two constraints: (i) CVaR_{\alpha}^\delta[\text{dist}(x_{t+1}, A) | F_{t-1}] must be no greater than \( \delta \) and (ii) the future state must fall within the safe set in the next stage. The second constraint is strict and must hold for even the largest possible demand \( w_t \). The state at stage \( t \) must be large enough that even if we encounter the maximum demand \( \max\{w(t)\} \geq u_{\text{max}} := 32 \), which leads to \( x_{t+1} = x_t + u_{\text{max}} - \max\{w(t)\} < x_t \), the future state remains within the safe set. This leads to the minimum feasible state at stage \( t \) being larger than the minimum feasible state at stage \( t+1 \). By a similar logic, the upper bound of \( RS_{\alpha, \delta, t}(A) \) is no smaller at time \( t \) than \( t+1 \) since \( \min\{w(t)\} > 0 \). In this case, however, the CVaR constraint (i) is tighter than the constraint (ii)—the state at stage \( t \) must be small enough
to guarantee the probability of exceeding $A_{\max} := 100$ is small. We observe that the largest state for which the CVaR constraint is satisfied is constant across all of the stages. For this reason, the upper bound of $RS_{\alpha, \delta, t}(A)$ is also constant across all stages in this example.

VI. CONCLUSION AND FUTURE WORK
A risk-based approach has been proposed for safety-aware optimal control of stochastic systems. We developed a computationally tractable dynamic programming solution, which provides a risk-constrained optimal controller and safe set. The latter can be used for verifying the safety of stochastic systems in a risk-constrained manner while enjoying useful connections with probabilistic safe sets. We also identified the tradeoff between the risk tolerance and mean performance of our controller through a numerical example. This approach can be extended in several interesting ways. To alleviate the dimensionality issue in our dynamic programming solution, it is worth exploring an occupation measure-based method. Furthermore, a distributionally robust control tool can immunize the proposed controller from potential errors in the probability distribution of disturbances.
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