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Abstract—An attractive and visually appealing appearance is important for the success of a website. Presentation failures in a site’s web pages can negatively impact end users’ perception of the quality of the site and the services it delivers. Debugging such failures is challenging because testers must visually inspect large web pages and analyze complex interactions among the HTML elements of a page. In this paper we propose a novel automated approach for debugging web page user interfaces. Our approach uses computer vision techniques to detect failures and can then identify HTML elements that are likely to be responsible for the failure. We evaluated our approach on a set of real-world web applications and found that the approach was able to accurately and quickly identify faulty HTML elements.

I. INTRODUCTION

An attractive and visually appealing appearance is important for the success of a website. A recent study by Google underscores this point by noting that the average visitor forms a first impression of a web page within the first 50 milliseconds of visiting a page [24] — an amount of time that is heavily influenced by a page’s aesthetics. Companies put significant effort into the look and feel of their websites, employing graphic designers and illustrators to carefully craft their layout and graphics. Presentation failures – a discrepancy between the actual appearance of a web page and its intended appearance – can undermine this effort and negatively impact end users’ perception of the quality of the site and the services it delivers. These types of failures can also impact the usability of a web application’s user interface (UI) or be symptomatic of underlying logic or data problems.

The UIs of modern web applications are highly complex and dynamic. Back-end server code dynamically generates content and client-side browsers render this content based on complex HTML, CSS, and JavaScript rules. This makes debugging presentation failures both a labor-intensive and error-prone process. To illustrate, a tester must visually compare the rendering of each page against an oracle, such as a design mockup, to detect that a presentation failure has occurred. This is labor intensive, since even a simple page can contain hundreds of HTML elements each with several dozen CSS properties that must be verified. Once testers detect a presentation failure, the next step in debugging is to identify the faulty HTML element responsible for the failure. This is difficult since an element’s visual appearance is controlled by a complex series of interactions defined by the page’s HTML structure and CSS rules. The widespread use of HTML rendering features, such as floating elements, overlays, and dynamic sizing, also increases the difficulty of identifying the faulty element as there is often no obvious or direct connection from the rendered appearance to the structure of the underlying HTML.

Testers have several techniques available to them to help debug presentation failures. However, these techniques have limitations that either reduce their effectiveness or make them inappropriate for general usage. For example, many techniques are focused on one type of presentation failure, such as Cross-Browser Issues (XBIs) (e.g., [19], [7], [8]), or a limited and predefined set of application-independent failure types (e.g., Fighting Layout Bugs [23]), and cannot detect other types of presentation failures. Other techniques can only support debugging efforts where there is a prior working version that can be compared against (e.g., [26], [21]). Finally, a group of techniques require testers to exhaustively specify all correctness properties to be checked (e.g., Selenium [4], CrawJax [16], Cucumber [1], and Sikuli [6]), which is labor-intensive and potentially error-prone.

To address these limitations, we propose a novel approach to assist developers in debugging presentation failures. Our approach uses computer-vision techniques to detect differences between the actual appearance of a web page and its intended appearance, and then analyzes rendering maps of the web page to identify the HTML elements most likely to be responsible for the observed differences. As compared to current techniques, our approach has several distinct advantages. (1) By design, our approach reduces manual effort – it does not require testers to manually specify every correctness property to be checked. (2) The approach can detect a wide range of failures – it does not impose restrictions on the type of underlying fault that can be detected. (3) Our evaluation of the approach shows that it localizes accurately – in over 93% of our test cases it could identify the faulty element. (4) The approach is fast – in experiments on real-world web applications, such as GMail and Craigslist, our approach detected and localized each fault in an average of 87 seconds.

The rest of this paper is organized as follows: In Section II we discuss several scenarios in which web developers need to debug presentation failure and highlight the limitations of existing work with respect to these scenarios. We provide a detailed explanation of our approach in Section III. In Section IV we present the results of our empirical evaluation. We discuss more broadly related work in Section V, then conclude and summarize in Section VI.
II. MOTIVATING SCENARIOS

In this section we describe several different scenarios in which testers need to debug presentation failures and the limitations of existing techniques with respect to those scenarios. Recent research has focused on one such scenario, XBI. Presentation failures occur in this scenario when a web page is rendered inconsistently across different browsers. XBI can result in potentially serious usability and appearance failures. Proposed techniques [19], [7], [8] have made significant progress in detecting XBI, but are limited in their applicability to other types of presentation failures. The reason for this is that XBI techniques detect failures by comparing the underlying Document Object Model (DOM) of the web pages. As we explain below, such a technique is not applicable for scenarios where DOM (but not visual) changes are intended or where developers are trying to match a page against a mockup provided by a graphical designer.

The second such scenario is what we refer to as regression debugging. In this scenario, developers have modified the current version of the web application to correct a bug, introduce a new feature, or refactor the HTML code. For example, a developer may refactor a web page to transition it from using a table-based layout to one based on the use of the \(<div>\) tag. During this modification, developers may introduce a fault in the code that results in a presentation failure. Existing techniques, such as Cross-Browser Testing (XBT) [19], [7], [8], GUI differencing [26], automated oracle comparators [21], or tools based on \texttt{diff} may be of limited use in this scenario. The reason for this is that these techniques use a tree-based representation (e.g., DOM) to compare the versions of the faulty web page. If a faulty change is small and localized within the tree, it may be straightforward for these techniques to identify the fault. However, if the tree structure has changed significantly (as in the above refactoring example) then a comparison will most likely result in many spurious changes being identified as the fault. To verify this assertion, we conducted a small case study with the most recent implementation of XPERT [8], a well-known tool for performing XBT. In its current state of implementation that is publicly available, XPERT is only able to detect XBIs based on the functionality of the apps and layout/structure of the web page’s appearance. Therefore, we ran XPERT on test cases that were handcrafted to have a combination of DOM and visual changes that resulted in layout and structural changes. The results demonstrated that with a change in the underlying DOM structure, the presentation failures were not detected, as no matching DOM node was found in the reference DOM tree. Hence, the changed DOM node was not analyzed, resulting in a false negative. Furthermore, these techniques assume that any difference between the tree-based representation implies a failure. This is not always true as there can be multiple ways to implement the same visual appearance using HTML and CSS properties.

The third scenario is mockup-driven development [17], [14], [18]. In this style of development, front-end developers use mockups – highly detailed renderings of the intended appearance of the web application – to guide their development of web application templates. The developers are generally expected to create “pixel perfect” matches of these mockups [2] using web development tools, such as Adobe Muse, Amaya, or Visual Studio. Back-end developers also make changes to these templates by adding dynamic content. Both front-end and back-end developers need to check that their respective changes are consistent with the mockup, and if not, identify the HTML elements that have caused the discrepancy. In this scenario, it is not possible to use any of the tree-based comparison techniques, as there does not yet exist a prior working version of the web page, only the graphical mockup. Using other techniques, such as Selenium [4], Cucumber [1], Crawljax [16], Sikuli [6], or graphical automated oracles [9], is not practical in this scenario for several reasons. First, these techniques require testers to exhaustively specify every correctness property to be checked, which may be very labor intensive. A new tool, “Fighting Layout Bugs” (FLB) [23], does eliminate the need to specify such correctness properties, but it can only detect general types of failures, such as overlapping text regions, and cannot detect application-specific failures. Second, the correctness properties are expressed in terms of HTML syntax, not the visual appearance of an HTML element. Therefore, these techniques may miss presentation failures, such as incorrect inheritance of an ancestor element’s CSS properties.

III. APPROACH

The goal of our approach is to automatically detect and localize presentation failures in web pages. To do this, our approach applies techniques from the field of computer vision to analyze the visual representation of a web page, identify presentation failures, and then determine which elements in the HTML source of the page could be responsible for the observed failures.

The approach takes three inputs. The first input is the web page \((P)\) to be analyzed for presentation failures. The form of \(P\) is a URL that points to either a location on the network or filesystem where all HTML, CSS, JavaScript, and media files of \(P\) can be accessed. The second input is the oracle \((O)\) that specifies the visual correctness properties of \(P\). The form of \(O\) is an image that can be either a mockup or a screenshot of a previously correct version of \(P\). The third input is a set of special regions \((SR)\) defining areas of \(O\) that will contain dynamic text, ads, etc., which define dynamic regions common in modern web applications. Special regions provide a mechanism to allow developers to specify such regions that should be handled specially.

From a high-level, our approach can be described as having three phases. The first phase, detection, compares the visual representations of \(P\) and \(O\) to detect a set of differences in either the special regions or the regular page. The identified set of differences are then clustered into groups that are likely to represent different underlying faults in \(P\). The second phase, localization, analyzes a rendering map of \(P\) to identify the set of HTML elements that define the pixels of each set of clustered differences. Finally, the third phase, result set processing, prioritizes the set of elements identified for each cluster and provides this as an output for the developer.

Figure 1 shows an example web application that we will use to illustrate our approach. Figure 1a shows the intended appearance (oracle) of the web page under test. This oracle could be the mockup used by the front-end developers or a
A screenshot of a previously correct version. A screenshot of the appearance of the application under development is shown in Figure 1b. As compared to the oracle, there are five visual differences: (1) the size of the logo image has changed, (2,3) the alignment of the “Username” and “Password” labels has shifted, and (4,5) the content of the news box and advertisement box has changed.

A. Phase 1: Detection

The first phase of the approach detects presentation failures by comparing the screenshot of \( P \), as rendered in a browser, with its expected appearance, \( O \). The approach captures a visual representation (\( P_v \)) of \( P \). Then, the approach identifies the visual differences (\( DP \)) between \( O \) and \( P_v \). A \( \Delta \) parameter is used as a customizable tolerance level to indicate how closely \( O \) and \( P_v \) must match.

To capture the visual representation, \( P_v \), the approach takes a screenshot of the browser window that is rendering \( P \). Since this visual representation will be compared against the oracle, it is necessary to ensure that (1) the browser window size is similar to the oracle image’s dimensions (i.e., height and width); (2) the amount of zoom in the browser window is approximately the same as that used while developing the oracle; and (3) the size of the browser viewport is set to ensure that page scrolling does not eliminate visible portions of the page. Note that the testing and oracle platforms do not need to be exactly the same as our comparison technique allows for various levels of tolerance and resizing (see below). The screenshot library of Selenium provides functionality to configure these visual aspects.

The approach compares \( O \) and \( P_v \) to find differences. In our prior work [15], we used a strict pixel-to-pixel equivalence comparison to identify differences. As we show in Section IV, this type of comparison is impractical for real-world mockups for two reasons. First, the oracle and screenshot may be developed on different platforms and small inconsequential variations may be introduced as a result of scaling or resizing images for comparison. Second, small differences may represent concessions to coding simplicity or be within a level of tolerance that the development team does not consider to be a presentation failure.

To address these limitations, our approach uses perceptual image differencing (PID), a computer vision based technique for image comparison [27]. PID uses computational models of the human visual system to compare two images. This allows the approach to compare the images based on an idea of “similarity” that corresponds to human’s visual concept of similarity. PID models three features of the human visual system: (1) spatial sensitivity, (2) luminance sensitivity, and (3) color sensitivity to compare a given pair of pixels. The PID algorithm also accepts a threshold value \( \Delta \) as a parameter, which is used to decide whether the images are below a threshold of perceptible difference, a field of view value in degrees \( F \), which indicates how much of the observer’s view the screen occupies, a luminance value \( L \), which indicates brightness of the display the observer is seeing, and a color factor \( C \), which indicates the sensitivity to colors. For space considerations, we omit the details of how the PID algorithm functions. The PID technique is particularly well-suited for our problem for two reasons. First, the three modeled features roughly account for the location (or size), contrast, and color of the HTML elements in the two pages, which together cover almost all possible visual rendering effects available via CSS or HTML. Second, the \( \Delta \), \( F \), \( L \), and \( C \) allow the difference detection to be scaled to reduce false positives (via \( \Delta \)) and account for screenshot/oracle sizes that are either very small (e.g., smartphone) or large (e.g., desktop web browser).

The approach uses the PID algorithm to compare \( O \) and \( P_v \) at a tolerance level specified by \( \Delta \), \( F \), \( L \), and \( C \). The result of this is a set \( DP \) that contains all pixels of the two images considered to be perceptually different. All pixels that are within a special regions area, as specified by \( SR \), are removed from \( DP \), as these pixels will be processed separately as explained in Section III-D.

Next, the approach identifies difference pixels that are likely to be caused by the same fault. Intuitively, these are difference pixels that are located close to each other, a relationship that can be found by clustering. Therefore, the approach clusters the difference pixels in \( DP \) and creates a map that
consists of tuples with cluster id as the key and a set of
difference pixels corresponding to that cluster as the value,
\( \{ \langle x_0, y_0 \rangle, \langle x_1, y_1 \rangle, \ldots, \langle x_n, y_n \rangle \} \). For clustering,
we use a popular density-based clustering algorithm, DBSCAN
(Density Based Spatial Clustering of Applications with Noise)
[11]. DBSCAN does not require a predefined number of
clusters, but rather decides the number of clusters based on
the density distribution of the given data points. This feature
made DBSCAN more suitable for our approach than other
popular clustering algorithms, such as K-means, that require
the number of clusters as input, since the potential number of
presentation failures existing in a page cannot be known in
advance.

To illustrate the detection phase at a high level, consider
the oracle shown in Figure 1a and the screenshot of the page
in Figure 1b. The approach compares the two images and
identifies the differences between them. Figure 1c shows the
difference pixels as black dots. As noted earlier, the logo,
text labels of the input boxes, advertisement, and dynamic
text area differ from the oracle. Therefore Figure 1c shows
difference pixels in the areas of these elements. After removing
the difference pixels belonging to areas D and E, as they
belong to special regions and will be handled separately (see
Section III-D), the approach applies clustering and obtains
three clusters shown as A, B, and C in Figure 1c.

### B. Phase 2: Localization

The second phase of the approach identifies the set of
HTML elements that are most likely to be the cause of the
detected presentation failures. To do this, the approach builds
a model of \( P \), called an R-tree, that describes the pixel-level
relationships among elements of an HTML page. For each
pixel of the difference set, the approach uses the R-tree to
identify the set of HTML elements whose visual representation
includes that pixel. The union of all of the identified HTML
elements for all difference pixels in the respective cluster is
the set of potentially faulty HTML elements (\( E \)).

The first step is to build an R-tree model of \( P \) that will
be used to map difference pixels to HTML elements. An R-
tree is a height-balanced tree data structure that is widely used
in the spatial database community to store multidimensional
information. In our approach, we use the R-tree to store
the bounding rectangle assigned to an element when it is
rendered in the browser. The approach extracts the bounding
rectangle for each element in \( P \) via browser-provided APIs.
In the R-tree built by our approach, the leaves of an R-tree
correspond to rectangles and non-leaf nodes correspond to
the tuple \( \langle I, \text{child}_\text{pointer} \rangle \), where \( I \) is the identifier for the
minimum bounding rectangle that groups nearby rectangles,
and \( \text{child}_\text{pointer} \) is the pointer to a lower node in the R-
tree. The HTML elements corresponding to an \( \langle x, y \rangle \) pixel
can then be found by traversing the R-tree’s edges to find the
rectangles containing the pixel. Building and searching an R-
tree are standard techniques and can be found in [12].

Other browser APIs, such as the HTML DOM, can be
used to map pixels to HTML elements. However, the R-tree
representation is more efficient. The reason for this is that the
DOM tree models parent-child relationships based on syntax,
not layout. Therefore, even when an element is found in the
DOM tree that contains the pixel, there may be other elements
elsewhere in the tree that also contain the difference pixel.
This makes pixel mapping in the DOM an \( O(n) \) operation. In
contrast, the R-tree search is \( O(\log n) \) as it is height balanced.

![Fig. 2: P with bounding rectangles of HTML elements](image)

The different HTML elements in the example login.html are shown by their tag names and bounding
rectangles in Figure 2. This figure shows how a browser
defines the layout of a web page as a group of rectangles. The
bounding rectangle information of the HTML elements is used
to construct a page’s R-tree, by grouping nearby rectangles
together in a virtual minimum bounding rectangle. For example, the four HTML elements, \(<\text{tr}>, <\text{td}>, <\text{td}[2]>, \) and \(<\text{input}>\) that comprise the Username label and text box
would be grouped together in one node bounded by a virtual
rectangle.

After an R-tree has been constructed for \( P \), the approach
iterates over all the clusters and identifies the HTML elements
that can be responsible for rendering the pixels contained in
the cluster’s difference set, \( DP_{\text{cluster}} \). For each pixel \( \langle x, y \rangle \) in
each cluster’s \( DP \), the approach finds the containing HTML
elements in the R-tree, and adds them to the set \( E \). Note that for
a given pixel, it is possible to have more than one responsible
HTML element, since CSS allows layers of HTML elements
with transparent or overlapping areas. Each HTML element is
represented in \( E \) using its XPath identifier, which can uniquely
identify an element in an HTML page.

After finding the potentially faulty elements corresponding
to the difference pixels, the approach refines the set \( E \) to
include additional likely faulty elements. This refinement is
performed based on per-element heuristics. In general, these heuristics are used to analyze the elements present in \( E \) to check if neighboring (parent, children, or sibling) elements need to be added to the result set. These heuristics are applied to all elements in \( E \) and elements are added to \( E \) until there are no new elements to be added. An example of such a heuristic is when an element in \( E \) has the “hidden” property set. An element with the “hidden” property set would not have a visual area associated with it in the R-tree, so it would never be placed in \( E \) based on it containing difference pixels. If the “hidden” element’s parent, children, or siblings are in \( E \), then that makes the “hidden” element more suspicious, so it is added to the set.

The set of heuristics was defined based on common patterns of false negatives (i.e., elements that were not placed into \( E \) but should have been). The addition of this heuristic-based refinement also increases the average size of the result set and introduces false positives. However, as can be seen by comparing the localization results in Section IV with those reported in our prior approach [15], the significantly improved accuracy is achieved with an almost non-existent change in terms of localization quality metrics.

To illustrate the localization phase, consider again the running example. The results from the prior detection phase contain three clusters, A, B and C, shown in Figure 1c. Using the R-tree built from the bounding rectangles information shown in Figure 2, the approach searches for the HTML elements that correspond to each of the pixels in \( DP_{\text{cluster}} \). For example, \( E_{\text{cluster}\cdot A} \) will contain the XPath of the Logo <img> tag. Similarly, the elements containing the pixels in clusters B and C are identified and added to their respective result set.

\section*{C. Phase 3: Result Set Processing}

A presentation failure can impact the visual appearance of HTML elements containing, within, or adjacent to the faulty HTML element. For example, if an element increases in size, this can cause other elements to be repositioned and trigger a cascade of dependent presentation failures. Similarly, if a faulty element overlaps another element, then both the overlapping and overlapped element will differ from the oracle. Our approach adds elements, whether their presentation failure is independent or dependent on another element, to the set of potentially faulty HTML elements \( (E) \) for each cluster. This can be problematic for developers if the size of \( E \) requires them to inspect many HTML elements.

To address this potential problem, the third phase prioritizes \( E \)'s elements in order of likelihood to have caused the presentation failure and gives a ranked list, \( E_l \), of potentially faulty elements for each cluster. To do this, our approach analyzes each HTML element \( e \in E \) and assigns it a prioritization score. Then the elements of \( E \) are ranked according to their prioritization score, with a lower score indicating a higher likelihood of being a faulty element, and the sorted list is added as a value to a map with the cluster ID as the key. The map is then returned to the user. This rank function, which is shown as Equation (1), assigns the prioritization score as a function of four weighted heuristics.

\begin{enumerate}
\item \textbf{Heuristic 1: Contained Elements (C):} When a presentation failure occurs in an element, the children of that element are likely to be impacted as well. The reason for this is that style properties of an HTML element are, by CSS rules, inherited from its parent. Therefore, if a parent element and all of its children are identified as potentially faulty, there is a higher likelihood that the faulty element is actually the parent element. Equation (1a) implements this heuristic for an element \( e \in E \) by determining if \( e \)'s parent and allsiblings have also been reported as having a difference. If this is the case, then element \( e \) is assigned a \( C \) value of 1. This causes the parent of \( e \) to have a lower prioritization score than \( e \) and all of its siblings.

\begin{equation}
C(e) = \begin{cases} 
1 & \text{if } \ e_{\text{parent}} \in E \land e_{\text{allSiblings}} \subset E \\
0 & \text{otherwise}
\end{cases}
\end{equation}

\item \textbf{Heuristic 2: Overlapped Elements (O):} The second heuristic deals with the opposite scenario of the first. In cases where a child’s visual appearance changes, these changes may cause it to overlap its parents visual area. This will cause the child, parent, and possibly some siblings to be reported as potentially faulty. For example, if an element has a larger than intended border, then this border will overlap with the element’s parent’s visual area. Therefore, if an element is potentially faulty and at least one, but not all of its children have a visual difference as well, then its more likely that the failure was caused by a presentation fault in a child. Equation (1b) implements this heuristic for an element \( e \in E \) by checking if the number of \( e \)'s children is greater than or equal to one, but less than the total of \( e \)'s children. If this is satisfied, then \( e \) is assigned a value of 1 for \( O \). This causes the child(ren) of \( e \) to have a lower prioritization score than \( e \).

\begin{equation}
O(e) = \begin{cases} 
1 & \text{if } 1 \leq |e_{\text{children}} \cap E| < |e_{\text{children}}| \\
0 & \text{otherwise}
\end{cases}
\end{equation}

\item \textbf{Heuristic 3: Sizing (D):} When a sizing related presentation failure occurs in an element, it generally affects the appearance of surrounding elements, leading to a set of dependent failures. This occurs because the position of HTML elements are often specified with relative layouts. When one moves, the others shift to accommodate its new position, causing a cascade of visual differences that are detected by our approach. Our insight is that prioritization can be performed by identifying visual differences that are strictly positional displacement (i.e., a move along the X or Y axis). Any element with only a positional displacement is more likely to have been moved by a faulty element than to be the faulty element. To identify positional displacement, our approach searches the oracle to see if a screenshot of \( e \) simply appears at another location in \( O \). If this is the case, a value of 1 is assigned as the \( D \) value, meaning that \( e \) is more likely to have been identified as the result of a cascade than to be a faulty element. Equation (1c) implements this heuristic with \( CI \) referring to the cropped image that contains just the rendering of \( e \).

\begin{equation}
D(e) = \begin{cases} 
1 & \text{if } CL(e) \text{ is a sub-image of } O \\
0 & \text{otherwise}
\end{cases}
\end{equation}

\item \textbf{Heuristic 4: Priority (P):} This heuristic addresses the situation where the placement of an element is changed, but the size or appearance of the element is unchanged. For example, if text is moved from one place to another, the size and appearance of the moved text remain unchanged. However, if the moved text is a fault and the surrounding elements have a different visual appearance than expected, then the surrounding elements are also likely to be faulty. Equation (1d) implements this heuristic by calculating the difference between the cropped image that contains just the rendering of \( e \) and the cropped image that contains the rendering of the surrounding elements.

\begin{equation}
P(e) = \frac{\left| \text{diff } | \text{ of } d \in D \text{ and } d \text{ within } e_{\text{area}} \right|}{e_{\text{width}} \times e_{\text{height}}}
\end{equation}
\end{enumerate}
4) Heuristic 4: Pixels Ratio (P): When a presentation failure occurs in an element, it typically causes a significant portion of the element to change appearance. This causes a relatively high number of its corresponding pixels to be identified as difference pixels. Our fourth heuristic captures this intuition by assigning a lower prioritization score to elements that have a high percentage of their pixels reported in difference than those with a lower percentage. Equation (1d) calculates this pixel ratio for an element \( e \in E \). The numerator is the number of pixels that are in the difference pixel set and within the rendering rectangle of \( e \). This is divided by the total number of pixels in \( e \)'s rendering rectangle, and then subtracted from one.

D. Special Regions Handling

In modern web applications, it is common to have parts of a web page that are dynamically defined. For example, part of a page could contain an advertisement, user account information, or text from a database. Even though the actual contents of these regions of the page are not known, designers and developers are often able to specify other correctness properties that should apply. For example, that all text within the region should have a certain color, size, or font face. Our approach provides a mechanism, called special regions, for denoting these areas and specifying the correctness properties that should apply to them.

The set of special regions is specified by the \( SR \) input to the approach. Each special region is represented as a tuple \( \langle area, type, style \rangle \). \( area \) specifies the location of the special region in terms of the x-y coordinates of its upper left hand corner and its width and height. Developers may provide these coordinates directly, or provide the XPath of an HTML element whose bounding rectangle will then be used to compute the \( area \) coordinates. \( type \) denotes the type of special region that is represented by the area. Our approach defines two types of special regions, Exclusion (\( SR_1 \)) and Dynamic Text (\( SR_2 \)). Together, these two types of special regions can be used to handle web pages with dynamic content, such as Amazon.com and CNN.com. We explain each of these in more detail below in Section III-D1 and Section III-D2. \( style \) contains the set of visual properties that should apply to a region. Referring back to the example, there are two special regions that would be identified by the developers and included in the \( SR \) input to the approach. The first special region is \( \langle D, SR_1, \emptyset \rangle \), which corresponds to the advertisement box. Here \( SR_1 \) denotes that \( D \) is an Exclusion area and the empty set denotes that there are no style properties to verify. The second special region is \( \langle E, SR_2, \{\text{font-size: 12px, color: red, font-weight: bold}\} \rangle \), which corresponds to the news box. Here \( SR_2 \) denotes a dynamic text region and the \( style \) set contains the font properties that will be verified.

For each special region, the approach calls a predefined processing function that implements the difference semantics for a given special region type. A processing function takes two inputs; the web page, \( P \), and the special region tuple, \( sr \). The processing function then analyzes the area to see if there is a difference with respect to the region’s type semantics, and if so, returns the set of difference pixels, \( DP_{sr} \). Then, the approach again goes through phases 1 to 3 for finding faulty elements in the special regions, but starting with the set \( DP_{sr} \) and the R-tree that has already been created in the localization phase.

1) \( SR_1 \): Exclusion Regions: Exclusion Regions allow testers to specify regions of the web page for which no correctness properties will apply except size bounding. Generally, these regions are used for dynamic content for which a designer cannot assign correctness properties other than that the content should be bounded within the region’s area, such as advertisements, banners, and media, where the content is provided at runtime by a third party or content that should be ignored, such as intentional changes to a web page between versions. The processing function associated with Exclusion Regions simply returns an empty difference pixel set. Referring back to the example, the dynamically loaded advertisement (D) corresponds to an Exclusion Region. Therefore the invocation of the special region’s processing function returns the empty set and no difference pixels are added to \( DP_{sr} \).

2) \( SR_2 \): Dynamic Text Regions: Dynamic Text Regions indicate areas of a web page whose content will be textual and for which the styling of the text is known but the exact text is unknown at design time. Examples of Dynamic Text Regions are parts of a web page provided by a database or by a call to a web service. Note that static text, such as titles and labels, does not need to be classified as a Dynamic Text Region, since the normal difference semantics would detect any presentation failures in static text that is present in the oracle.

A simple, but naive, way to check dynamic text regions is to obtain the style properties for the HTML elements that are to be checked, and match them directly with the expected style properties. However, this simple textual differencing may not give correct results, as there are several ways in which the appearance of an HTML element can be specified. For example, font size could specified as “10px” or “x-small,” or a font property could be inherited from an ancestor.

To address this problem, we employ a technique that checks the actual visual appearance of the text. The basic intuition is that the approach first identifies all HTML elements within the special region’s area. This is done using the same mechanism as in phase 1, detection, and phase 2, localization. Then the style properties to be enforced are injected into the identified HTML elements. The approach then compares the original page (\( P \)) and the page (\( P' \)) with the injected style properties. If a difference arises because of the insertion of the correct style properties, then the approach infers that the original page had a different (incorrect) style for the text and the identified difference pixels are added to the set \( DP_{sr} \).

Referring back to the example, the news box (E) is a Dynamic Text Region. The approach applies the styling, \{font-size: 12px, color: red, font-weight: bold\}, specified in the special region tuple, and assigns this to the HTML elements that comprise the area of the news box. The approach takes a screenshot of the original HTML page (\( P \)) under test and compares this against \( P' \). Phases 1 is then run on the two versions to compare them and get the set \( DP_{sr} \). Since the styling properties in our example are indeed different, the difference pixels associated with the news box area highlighted by area E are returned as the output of the processing function and added to \( DP_{sr} \). Upon invocation of phases 1 through 3,
the faulty <div> element corresponding to the cluster E is then reported to the user.

IV. EVALUATION

To evaluate our approach, we designed experiments to determine its accuracy, localization quality, and time needed to perform the analysis. The specific research questions we considered are:

**RQ1:** What is the accuracy of our approach for detecting and localizing presentation failures?

**RQ2:** What is the quality of the localization results?

**RQ3:** How long does it take to detect and localize presentation failures with our approach?

To address these research questions, we carried out a large scale empirical evaluation of our approach on a set of real-world web applications and also compared the results with the debugging performance of graduate-level software engineering students.

A. Implementation

We implemented our approach in a prototype tool, WebSee. The implementation of WebSee is in Java and leverages several third party libraries to implement some of the specialized, but standardized, algorithms. In the detection (Phase 1) module, WebSee leverages the Selenium WebDriver to take screenshots and the perceptual image differencing library, “pdiff”, to compare images and calculate differences. The clustering algorithm, DBSCAN, as implemented in the Apache Commons Math3 library, is used to cluster the difference pixels. In the localization (Phase 2) module, we leverage the Java Spatial Index library’s implementation of the R-trees and the Selenium WebDriver to extract bounding rectangle information. For the prioritization (Phase 3) module, the sub image searching capability for the cascading heuristic is supplied by OpenCV.

B. Subject Applications

For our experiments, we utilize the eight subject applications shown in Table I. We chose these web pages because they represent a mix of different implementation technologies and layouts that are widely used across all web applications. In particular, we chose our set of test subjects to include web pages that were defined by statically generated HTML, CSS, and JavaScript and pages defined by dynamically generated HTML. The size of each page (in terms of the total number of HTML elements) is also shown for each subject.

### Table I: Subject applications

<table>
<thead>
<tr>
<th>App</th>
<th>URL</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPAL</td>
<td><a href="http://www.opalhvac.com">http://www.opalhvac.com</a></td>
<td>83</td>
</tr>
<tr>
<td>Set 1 Crawller</td>
<td><a href="http://www.crawller.com">http://www.crawller.com</a></td>
<td>266</td>
</tr>
<tr>
<td>Inno crawller</td>
<td><a href="http://inno.crawller.com">http://inno.crawller.com</a></td>
<td>232</td>
</tr>
<tr>
<td>Gmail</td>
<td><a href="http://www.gmail.com">http://www.gmail.com</a></td>
<td>72</td>
</tr>
<tr>
<td>USC CS Research</td>
<td><a href="http://www.cs.usc.edu/research">http://www.cs.usc.edu/research</a></td>
<td>322</td>
</tr>
<tr>
<td>Set 2 Crawller</td>
<td><a href="http://losangeles.crawllist.org">http://losangeles.crawllist.org</a></td>
<td>1100</td>
</tr>
<tr>
<td>Virgin America</td>
<td><a href="http://www.virginamerica.com">http://www.virginamerica.com</a></td>
<td>998</td>
</tr>
<tr>
<td>Java Tutorial</td>
<td><a href="http://docs.oracle.com/javase/tutorial/essential/io/summary.html">http://docs.oracle.com/javase/tutorial/essential/io/summary.html</a></td>
<td>159</td>
</tr>
</tbody>
</table>

C. Empirical Evaluation

In our first experiment, we measured WebSee’s accuracy, answer quality, and analysis time for presentation failures in the subject application. To provide a measurement reference point, we also asked graduate-level software engineering students to detect and localize a subset of these test cases and compared their performance against WebSee. To create test cases for the evaluation, we used a random seeding based approach that inserted presentation failures into the subject applications. We used this approach because we were not able to obtain a sufficiently large enough set of mockups of real-world web applications in order to ensure that our approach could be validated against a wide range of presentation failures. (See Section IV-D for evaluation on the limited set of mockups.)

To seed the presentation failures and generate mockups, we used the following process for each subject page $p$: (1) download from the web all files required to display $p$; (2) take an image capture of $p$ to serve as the oracle $O$; and (3) create a set $P$ that contains variants of $p$, each variant created by randomly seeding a unique presentation fault. To identify the types of faults to seed, we first manually analyzed the W3C HTML and CSS specifications to identify visual properties — HTML attributes or CSS properties that could change the visual appearance of an element. We seeded faults by changing the original value of each unique visual property present in $p$. We eliminated any variant of $p$ with a seeded presentation fault that did not actually produce a presentation failure. To identify these, we computed the set of pixel differences between the rendering of $p$ and $O$, and only included the variant if this set’s size was non-zero. The visual impact of a seeded fault varied, making the test cases vary in complexity for WebSee. In some cases, the seeded fault caused almost all of a page to be shown as having a pixel-level difference. For example, changing the value of the padding CSS property in the <body> tag. In other cases, the seeded fault impacted only a small area (e.g., changing the text color of a <span> tag.)

Each test for WebSee included the oracle $O$ and a $p' \in P$ as inputs. The expected output was the HTML element in which we had modified a visual property. The number of test cases generated for each application is shown in Table II in the column labeled “#T”. We ran WebSee on each of these test cases and manually verified the reported results. The test machine was a Windows 8.1 platform with 8GB RAM and a 3rd Generation Intel Core i7-3770 processor.

We considered two types of accuracy: detection and localization. Detection accuracy was computed as a sanity check to measure the correctness of the PID technique, as we had only included test cases for which the rendering contained a perceptible difference. Thus, as expected, WebSee was able to detect the presentation failures in all of the test cases. For localization accuracy, we calculated the percentage of test cases in which the expected faulty element was reported in the result set. These results are shown under the column labeled “Accuracy” in Table II. Localization accuracy was high – WebSee was able to identify a result set that contained the faulty element for 93% of the test cases. We investigated the results to determine the reason why some elements did not appear in the localization set. We found that the dominant reason was that some seeded faults only changed the appearance of other elements. They did not change the appearance of the element into which they
were seeded. For example, a seeded fault that set the CSS position property to fixed caused the surrounding elements to be re-positioned. This made the HTML elements surrounding the seeded element, but not the seeded element, appear as a difference.

To measure the quality of the responses provided by the localization process we calculated three metrics, “Size,” “Rank,” and “Distance,” which are shown under the column labeled “Quality” in Table II. The first metric, “Size,” represents the median size of the result set returned by WebSee. In parenthesis, this number is shown as a percentage of the subject’s total number of HTML elements. Across all apps, the average median result set size was 23 elements, which was, on average, about 10% of each app’s total element count. The second metric, “Rank,” represents the average rank of the actually faulty element within the result set. In cases where the faulty element was not present, we counted the faulty element rank as the size of the result set. Overall, the average median rank was 4.8, which means that the tester, on average, would have to examine 2% of the elements in a page before encountering the faulty element. The third metric, “Distance,” represents a measure of how “close” the elements in the result set are to the actual faulty element. We calculated this metric for only the result sets where the faulty element was not present. The intuition of this metric is that reporting an element in the close vicinity of the faulty element may still be useful for the developer in debugging. We calculated distance based on the DOM tree structure of the web page. For example, if a reported element is at a distance of one from the faulty element, then the tester will have to additionally inspect the parent and/or children of the reported element to find the fault. We investigated the results to determine the reason the fault elements were not receiving a top rank in the results set. We found that the dominant cause of this was faults that caused a change in the size or position of the element. This type of fault had a cascading effect on other elements in the page. For example, increasing the padding around a \(<div>\) element would grow the parent elements and could possibly move sibling elements.

We measured WebSee’s running time for each of the five phases. The average for each phase is shown in seconds in the columns labeled “P1” – “P3” of Table II, and the average total time is shown for the entire process is shown as well. At a high-level, WebSee’s runtime ranged from 7 seconds to about 3 minutes, with an average of 87 seconds. Within each test case, Phases 2 and 3 dominated the running time of the analysis. We determined that most of Phase 2’s time was consumed by process of building the R-tree. In particular, it was necessary to access the Selenium WebDriver interface repeatedly and this was a comparatively slow API. Phase 3’s time was consumed by the cascading analysis involving sub-image matching.

We also evaluated the performance of WebSee in the context of a user study. Our users were students drawn from a graduate level class on web application software testing and analysis at the University of Southern California. All of the students were experienced web developers and had received training in using the Firebug tool to debug web application presentation failures. Each student received a unique set of nine test cases with manually seeded perceptually visible faults plus a test case that did not contain a presentation failure. Each test case was comprised of a test page and oracle image. We asked the students to visually inspect the rendering of each page in a browser to determine if there was a presentation failure, and if so, use Firebug to help them identify the faulty element. The students had 70 minutes to carry out the task. On average, the students were able to correctly determine if there was a visual difference in 76% of the cases and identify the correct faulty HTML element for 36% of the test cases. Despite a request to list all potentially faulty elements, all students only provided one element, so it was not possible to calculate the additional quality metrics for their localization answers.

Overall, the results of this experiment were very positive. The results showed that our approach was able to detect all of the presentation failures versus developers detection rate of 76%. Localization accuracy was also much higher for our approach (93%) as compared to the developers (36%). It was not possible to compare answer quality; however, our approach required developers to inspect a relatively small number of the total elements and the set sizes with the highest modalities were of size one and two, which indicates that the approach was generally returning very small result sets. Due to constraints of the user study setup, we could not compare runtime. However, by itself, 87 seconds represents a small amount of time. In comparison, none of the users in the study finished within the allotted 70 minutes, indicating, at best, an average test case time of seven minutes.

D. Case Study with Real Mockups

A potential threat to the validity of our results is that our mockups were artificially generated instead of from actual software engineering projects. The use of real mockups may result in different levels of accuracy and quality of result sets because the real mockups may not reflect the actual implemented design as faithfully as the simulated mockups (i.e., there may be observed differences for reasons other than the seeded fault). This can occur for several reasons: (1) variations may be introduced due to differences between the oracle and testing platform; (2) some differences may be too minor to be considered presentation failures; or (3) there may be design changes made due to implementation constraints or as concessions to coding simplicity. To improve the validity of

<table>
<thead>
<tr>
<th>App</th>
<th>#t</th>
<th>Localize (%)</th>
<th>Median Result Set Size</th>
<th>Median Size</th>
<th>Median Distance</th>
<th>P1 (s)</th>
<th>P2 (s)</th>
<th>P3 (s)</th>
<th>Total Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gmail</td>
<td>52</td>
<td>92</td>
<td>12 (18%)</td>
<td>5</td>
<td>2</td>
<td>2.7</td>
<td>2.5</td>
<td>1.4</td>
<td>7.2</td>
</tr>
<tr>
<td>USC CS Research</td>
<td>59</td>
<td>92</td>
<td>17 (5%)</td>
<td>6</td>
<td>4</td>
<td>49 (5%)</td>
<td>8</td>
<td>12</td>
<td>180.9</td>
</tr>
<tr>
<td>Craigslist</td>
<td>53</td>
<td>90</td>
<td>32 (3%)</td>
<td>3</td>
<td>7</td>
<td>5.3</td>
<td>43.1</td>
<td>32.1</td>
<td>83.6</td>
</tr>
<tr>
<td>Virgin America</td>
<td>39</td>
<td>97</td>
<td>49 (5%)</td>
<td>12</td>
<td>22.6</td>
<td>38.5</td>
<td>103.0</td>
<td>180.9</td>
<td></td>
</tr>
<tr>
<td>Java Tutorial</td>
<td>50</td>
<td>94</td>
<td>8 (5%)</td>
<td>2</td>
<td>4.9</td>
<td>5.3</td>
<td>3.6</td>
<td>14.5</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II: RQ1: Effectiveness of the approach
the results from our first experiment, we obtained three real-world mockups (Set 1 shown in Table I) from an industrial partner and performed a case study to detect and localize differences between the mockups and the deployed versions of the web pages.

We performed our case study as follows. First we analyzed the pages to identify visual differences. Second, we classified the differences in one of the three categories listed above or as special regions, which were marked with placeholder text or images. Note that we did not have access to the project managers to determine if the differences we placed into category (3) were real presentation failures or intended deviations. All of the case study subjects had multiple differences in each of the four categories. Third, we provided the mockup, deployed web page, and special regions as inputs to WebSee. We ran WebSee multiple times adjusting the different configurable parameters and tolerance levels for the PID algorithm and observing the set of reported faulty elements.

The results of our case study were informative. Our first finding was that the use of the PID algorithm with its different configurable parameters and tolerance level significantly improved the accuracy of the approach versus our prior approach, which required a pixel-perfect match [15]. To simulate the pixel-perfect match, we set the PID’s $\Delta F$ value to 89.9, $L$ to 800, and $C$ to 1. For several of the subjects, this resulted in over 84% of the page being reported as a difference [3]. In contrast, by taking advantage of the PID’s customizability, we were able to find a setting ($\Delta F$ value of 27, $L$ of 20, and $C$ of 0) at which all of the differences in categories (1) and (2) were not counted as failures, but those in category (3) were, indicating that detection could be done with high accuracy. Our second finding was that WebSee was able to return sets that included all of the expected HTML elements for the detected failures. It was not possible to use the metrics from experiment one to rate the quality of the answers, since there were multiple failures in the set. However, we found that WebSee returned what we considered to be useful results. For each of the subject applications, 45% of the faulty elements were listed within the top five and 70% were within the top ten ranked elements. The analysis time for the real and artificial mockups was similar. Overall, we feel that the results of the second experiment confirm that WebSee can perform accurate and useful detection and localization for real mockups as well.

E. Threats to Validity

In our studies, we used externally developed commercial web pages that covered a wide range of modern design styles and frameworks. We also systematically tested the ability of our approach to detect a wide variety of presentation faults by using the W3C specification to identify all possible visual properties. In Experiment 1, to eliminate the bias in the seeding of faults, the process was randomized via automation and an objective completeness criteria of seeding for each applicable visual property was used. All results were checked manually.

V. RELATED WORK

Preliminary work by the authors appeared as a new ideas shortpaper [15]. In that paper, the authors introduced the idea of automatic detection and localization of presentation failures using image processing techniques. The paper performed a small case study on a small set of test cases to show the viability of the approach. This paper has several significant differences: (1) we replaced the pixel-to-pixel image comparison used in the detection phase by a more sophisticated computer vision based technique, PID; (2) we introduced handling of dynamic portions of a web page with special regions processing; (3) we introduced handling of multiple presentation failures with the notion of clustering; (4) we refined the set of potentially faulty elements generated by the localization to make it more comprehensive, resulting in improved localization accuracy; (5) we prioritized the result set produced by the localization phase with the most likely faulty elements placed at the top to offer ease of use to the developers; and (6) we performed an extensive empirical evaluation on a set of real-world web applications.

Work by Roy Choudhary and colleagues [19], [7], [8] in the field of XBT compares the rendering of a reference version of a web page in one browser against its rendering in another browser to detect XBI. As discussed in Section II, this approach is not applicable for mockup driven development as an existing golden version of the page is not available. Use in regression debugging is also limited to scenarios where the DOM had not changed significantly and matching elements could still be matched using probabilistic techniques. Their techniques use color histograms for visual comparison of certain elements instead of the perceptual image differencing employed by our approach.

Browser plug-ins, such as “PerfectPixel” for Chrome and “Pixel Perfect” for Firefox help developers to detect pixel-level differences with an image based oracle. They overlay a semi-transparent version of the oracle over the HTML page under test, enabling developers to do a per pixel comparison to detect presentation failures. However, they require the developer to manually locate the faulty elements. In contrast, our approach is fully automated for detection and localization.

Sikuli [6] is an automation framework based on computer vision techniques that uses sub-image searching to identify and manipulate GUI controls in a web page. Although not intended for verification, one could provide a set of screenshots of each GUI control and use Sikuli to ensure that they match (i.e., there are no presentation failures.) However, since Sikuli uses a sub-image based search of the page, it could match the provided screenshots against any portion of the page, not necessarily the intended region. This means it would be ineffective if there were visually identical elements in the page. Furthermore, Sikuli only provides an element after a positive match; therefore when there is a failure, no match will be made and no element(s) will be provided to the testers to help with localization.

Memon and colleagues [22] have done extensive work in the area of model-based automated GUI testing. These techniques differ from our approach in that they are not focused on testing the appearance of the user interface, but instead focus on testing the behavior of the system based on event sequences triggered from the user interfaces. Another work by Eaton and Memon [10] in the field of web applications focuses on reporting HTML tags present in the test web page that are not supported by a specific browser. This can detect presentation failures caused by unsupported tags, however it
cannot detect failures related to application specific appearance properties.

Another group of techniques validate HTML for syntax [20] by checking for malformed HTML code that can cause presentation failures if the rendering browser does not handle them properly. However, these techniques can only detect presentation failures related to HTML syntax errors and not failures related to application specific appearance properties.

Recently, techniques to test JavaScript [5] have been proposed. These techniques deal with specific components of the client side and as such are not meant for detecting presentation failures in a web application. Another technique based on impact analysis of CSS changes across a web site [13] notifies the developer if changes made in a CSS file are introducing new presentation failures in other web pages of the web site. However, this technique relies on the availability of the golden version of all the web pages in the web site and is not able to handle presentation failures caused by changes in the DOM structure of the web page.

Wang and colleagues [25] propose a technique to automatically perform presentation changes in dynamic web applications. Their technique facilitates automatic changes to the server side code generating web pages based on a given presentation change. Though this produces a new looking web page, its appearance is not verified for correctness.

VI. CONCLUSION

In this paper we introduced a new technique for detecting and localizing presentation failures in web applications. Our approach uses computer vision based techniques to compare a web page rendered in a browser with its oracle and identify difference pixels. To handle the dynamic nature of modern web applications, our approach allows developers to specify regions that will contain dynamic text or images that should be specially handled. The approach builds a rendering map of the page and uses the difference pixels to identify and rank a set of likely faulty HTML elements. In the evaluation our approach detected 100% of the presentation failures and was able to locate the faulty element in over 93% of the cases. Overall, these are strong results and indicate that our approach is able to assist developers by automating the detection and localization of presentation failures.
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