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ABSTRACT

In situ testing techniques have become an important means of ensuring the reliability of embedded systems after they are deployed in the field. However, these techniques do not help testers optimize the energy consumption of their in situ test suites, which can needlessly waste the limited battery power of these systems. In this work, we extend prior techniques for test suite minimization in such a way as to allow testers to generate energy-efficient, minimized test suites with only minimal modifications to their existing work flow. We perform an extensive empirical evaluation of our approach using the test suites provided for real world applications. The results of the evaluation show that our technique is effective at generating, in less than one second, test suites that consume up to 95% less energy while maintaining coverage of the testing requirements.

Categories and Subject Descriptors
D.2.5 [Software Engineering]: Testing and Debugging

General Terms
Experimentation, Measurement
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1. INTRODUCTION

Ensuring the continued reliability of software running on embedded systems is challenging. These systems operate with severe resource constraints and in diverse and rapidly changing environments. This can lead to unexpected failures that only manifest in the field due to changing environmental conditions, hardware component failure, or unexpected events [6,17,38,41]. Therefore, developing validation or “self-check” tests that run routinely on a deployed system has become a necessary step to ensure the system’s continuing correct behavior.

Recognizing this need, researchers have developed techniques for testing, analyzing, and debugging software systems in situ (e.g., [20, 25, 30]). These techniques help software engineers ensure that their software and the underlying systems are running correctly in the field. However, these techniques neglect an important concern: energy consumption. This is especially important because the in-situ test suites are run on the device on a periodic basis. As a result, this self-check process comes with an energy cost, and testers must strike a balance between thoroughly testing a system’s behavior and preserving its limited battery power. In the worst case, the test suites can needlessly drain the limited battery power of the underlying hardware by running redundant and expensive tests, and thus prevent the system from carrying out its required functionality [10].

In practice, testers lack techniques to help them appropriately balance energy consumption and test requirements coverage. As a result, they are often forced to use ad hoc techniques to attempt to save energy. Unfortunately, such ad hoc attempts are often ineffective and, in the worst case, can lead to increased, rather than decreased, energy consumption. For example, a tester may try to minimize the energy consumption of an in situ test suite by using existing minimization tools (e.g., [8, 14]) to select the fewest number of tests such that the selected tests maintain the coverage level of the original test suite. As we show in Section 3 and Section 5, this approach can be wildly off the mark and result in the creation of test suites that consume far more energy than necessary. This leads to sub-optimal usage of a system’s limited battery power, which, in turn, can lead to reduced system capabilities and higher maintenance costs due to battery recharging or replacement.

In this paper, we present and evaluate an improved version of our approach, the Energy-directed Test Suite Optimizer (EDTSO), for minimizing the energy consumption of in-situ test suites. Our approach allows software testers to combine energy minimization with traditional minimization goals [33], such as maintaining fault finding capability and minimizing test suite size. To do this, EDTSO encodes the test suite minimization problem as an integer linear programming (ILP) problem. Solving the ILP problem then results in a minimized test suite that is guaranteed to satisfy the tester’s minimization goals and use as little energy as possible. In prior work, we presented a preliminary version of EDTSO and an initial case study of its effectiveness [19].
We have extended the EDTSO approach so that it can (1) be integrated into existing test workflows, and (2) utilize other types of resource constraints, such as execution time. We also performed an extensive empirical evaluation of EDTSO based on the developer provided test suites of real-world applications. Our evaluation also investigates how EDTSO’s performance is impacted when it uses more easily collected proxy measurements, such as execution time, as a proxy for directly measuring the energy usage of test cases.

The results of our evaluation show that EDTSO is able to create, in a reasonable amount of time, minimized test suites that always consume less energy than the corresponding test suites created by a traditional, size-focused technique. Moreover, the amount of savings is significant; in some cases, the test suites produced by EDTSO consumed over 95% less energy than the original test suite. Our investigation into the feasibility of using execution time as a proxy for energy measurements shows that, although execution time could be useful, directly considering energy consumption results in consistently higher savings. Overall, we believe that these are strong results and indicate that EDTSO can become a vital tool for embedded systems developers, as it will allow them to perform more thorough post-deployment validation without compromising the functionality of their applications.

The remainder of this paper is organized as follows: Section 2 provides background information about testing embedded systems and test suite minimization. In Section 3, we present a motivating example that we use to illustrate our approach and also the results of a motivating study. Section 4 describes the details of our approach. Section 5 presents our prototype implementation and the empirical evaluation. Section 7 discusses related work. Finally, Section 8 presents our conclusions and planned future work.

2. BACKGROUND

This section provides necessary background information on the key differences between testing embedded systems and testing traditional software as well as the current workflow testers use to minimize their test suites.

2.1 Testing Embedded Systems

At a high-level, the process of testing embedded systems is similar to that for traditional software (e.g., desktop applications). First, the tester identifies the requirements that the system under test must satisfy. Second, the tester creates a set of tests (i.e., a test suite) that is capable of determining whether the system satisfies its requirements. Finally, the tests are run and the results evaluated. This process is performed by testers of embedded and traditional software before the system is deployed to end users.

A key difference in the embedded systems domain is that testers typically create additional test suites, one for each embedded device on which the application will be deployed. These additional test suites are often referred to as “self-check”, “self-diagnostic”, or in situ test suites as they are deployed with the system and run periodically to ensure that both the software and system are working correctly. The testing requirements for such test suites are typically functionally oriented. For example, they may test a particular sensor or the network connectivity of the system. These tests ensure that the different features of the software system are still functioning as the environment containing the system changes. Since the tester knows a priori the details of the embedded system on which the in-situ test suites will run, they will often attempt to optimize each in-situ test suite, with respect to its corresponding embedded device, in order to minimize the test suite’s resource usage. It is this optimization step that EDTSO automates.

2.2 Test Suite Minimization Workflow

To optimize their in situ test suites, testers often perform some type of test suite minimization. Essentially, they are selecting, in a principled manner, a subset of the original, complete test suite that will be executed—a minimized test suite. Figure 1 provides a high-level overview of the process for creating minimized test suites.

The first step in the process, Minimization Criteria Selection, is to determine the criteria that will be used to decide whether or not to include a specific test in the minimized test suite. The choice of whether a test should be included can be based on many factors. For example, testers may choose to include tests based on their age (e.g., how long ago they were written), how effective they are (e.g., how many failures they have detected in the past), how long they take to execute, etc., or based solely on their intuition. However, regardless of the factors used to make the decisions, the overall goal remains the same: to create a test suite that is as small...
checks to see if the system has moved more than a certain distance from its prior location (Line 4). If so, the system gets the sensor data about its current location (Line 5). The application also checks to see if the sensor data is out of date and if so reperforms the sensor measurements (Line 8). Finally, if more than a certain amount of time has passed since the device last sent out a beacon message, the message is resent with the new data (Line 11).

Table 1 also shows coverage information for the application’s test suite. The columns under the heading Test Cases show, for each test case in the test suite, whether it covers each statement in the application. A check mark (✓) indicates that a statement is covered by a test case while a blank space indicates that a statement is not covered. For example, Line 11 is covered by test cases $t_1$, $t_4$, and $t_5$, but not covered by $t_2$ or $t_3$. Taken together, $t_1$ through $t_5$ achieve 100% statement coverage for the application.

Assume that a tester wants to minimize this test suite before deploying it to run in situ. More specifically, assume that the tester wants to create an energy-minimized test suite that maintains the same level of statement coverage as the original test suite (i.e., the minimized test suite should also cover every line in the program). For our example, there are several subsets of the original test suite that achieve 100% statement coverage. Consider two such subsets. The first is $t_1$, $t_2$, and $t_3$, which we will refer to as test suite $T_1$. The second is $t_4$ and $t_5$, which we will refer to as test suite $T_2$. Both $T_1$ and $T_2$ achieve the same coverage as the original test suite, but with fewer test cases.

$T_2$ is more likely to be produced by existing minimization tools as it contains fewer test cases than $T_1$. However, choosing $T_2$ does not satisfy the tester’s desire that the minimized test suite consume as little energy as possible. To illustrate why this is the case, consider the energy costs associated with each test case, which are shown in the final row in Table 1. These numbers show the amount of energy, in milli-Joules (mJ), consumed by each test case when it executes on the target embedded system.

By summing the energy cost of each test case in $T_1$ and $T_2$, we can calculate the test suites’ total energy costs of 1.4 mJ and 2.8 mJ, respectively. As can be seen, even though $T_2$ contains fewer test cases than $T_1$, it consumes twice as much energy. This difference can be attributed to the fact that in $T_2$ both test cases power up the 3G radio to send the mes-

as possible but also as effective as the original test suite.

The second step in the process, Data Collection, is to gather the necessary test-related data. That is the data about each test in the test suite that is needed to decide whether each test meets the minimization criteria chosen in the first step. For example, if the chosen minimization criteria include test case age, then it is necessary to identify when each test case in the test suite was written. Similarly, if the minimization criteria include effectiveness, then it is necessary to know how many failures each test case has revealed in the past.

The third step in the process, Minimization, is to create the minimized test suite by judging each test case with respect to the chosen minimization criteria. In practice, this is often the most difficult step as choosing the “best” minimized test suite is an NP-Hard problem (it can be reduced to the set cover problem). To facilitate the creation of “good” minimized test suites, researchers have formalized the test suite minimization problem and provided a variety of tools for creating minimized test suites (see [43] for an extensive list of such techniques).

Finally, the last step in the testing process, Execution, deploys the minimized test suite to the device where it is repeatedly executed. Note that this is the only part of the minimization process that actually takes place in the field; Minimization Criteria Selection, Data Collection, and Minimization are all conducted in house.

### 3. MOTIVATION

In this section we introduce a running example that serves to illustrate our approach and highlight some of the energy inefficiencies that can occur when minimization focuses on test suite size instead of energy consumption. We also present the results of an exploratory study that further motivates our approach by investigating the energy consumption of real-world test cases.

### 3.1 Illustrative Example

To illustrate how testers may inadvertently create minimized test suites that consume more energy than necessary, consider the example application excerpt shown in Table 1. This code obtains the system’s current location (Line 2) and checks to see if the system has moved more than a certain distance from its prior location (Line 4). If so, the system gets the sensor data about its current location (Line 5).

The application also checks to see if the sensor data is out of date and if so reperforms the sensor measurements (Line 8). Finally, if more than a certain amount of time has passed since the device last sent out a beacon message, the message is resent with the new data (Line 11).

Table 1 also shows coverage information for the application’s test suite. The columns under the heading Test Cases show, for each test case in the test suite, whether it covers each statement in the application. A check mark (✓) indicates that a statement is covered by a test case while a blank space indicates that a statement is not covered. For example, Line 11 is covered by test cases $t_1$, $t_4$, and $t_5$, but not covered by $t_2$ or $t_3$. Taken together, $t_1$ through $t_5$ achieve 100% statement coverage for the application.

Assume that a tester wants to minimize this test suite before deploying it to run in situ. More specifically, assume that the tester wants to create an energy-minimized test suite that maintains the same level of statement coverage as the original test suite (i.e., the minimized test suite should also cover every line in the program). For our example, there are several subsets of the original test suite that achieve 100% statement coverage. Consider two such subsets. The first is $t_1$, $t_2$, and $t_3$, which we will refer to as test suite $T_1$. The second is $t_4$ and $t_5$, which we will refer to as test suite $T_2$. Both $T_1$ and $T_2$ achieve the same coverage as the original test suite, but with fewer test cases.

$T_2$ is more likely to be produced by existing minimization tools as it contains fewer test cases than $T_1$. However, choosing $T_2$ does not satisfy the tester’s desire that the minimized test suite consume as little energy as possible. To illustrate why this is the case, consider the energy costs associated with each test case, which are shown in the final row in Table 1. These numbers show the amount of energy, in milli-Joules (mJ), consumed by each test case when it executes on the target embedded system.

By summing the energy cost of each test case in $T_1$ and $T_2$, we can calculate the test suites’ total energy costs of 1.4 mJ and 2.8 mJ, respectively. As can be seen, even though $T_2$ contains fewer test cases than $T_1$, it consumes twice as much energy. This difference can be attributed to the fact that in $T_2$ both test cases power up the 3G radio to send the mes-
Figure 2: Ratio of the energy usage of a test to the energy usage of the least expensive test in the test’s test suite.

3.2 Exploratory Study

To further motivate our proposed work, we performed an exploratory study that looked at the energy usage of real-world test cases. In particular, we investigated: (1) whether there is a large variance in the energy usage of test cases within a test suite, (2) whether there is a large variance in the energy usage of test suites that achieve approximately the same level of coverage, and (3) how much energy could potentially be lost by minimizing test suites with respect to their size rather than their energy usage. To carry out this study, we analyzed 767 test cases that comprise the developer-created test suites of seven real-world applications. Details of these applications and their test suites are given in Section 5.2 and Table 2. To gather the necessary data, we measured the energy usage and statement coverage of each test case using the methodology outlined in Section 5.3.

We first compared the energy consumption of the test cases within a test suite. To do this we normalized the energy usage measurements by dividing the energy usage of each test case by the energy usage of the test case in its test suite that consumes the least amount of energy. Using the running example to illustrate, the energy usage of $t_1, t_2, \ldots, t_5$ would be divided by 0.2 mJ, the energy usage of $t_5$. Figure 2 shows the results of this computation for the 767 test cases we considered. The y-axis shows the normalized energy usages on a logarithmic scale and the x-axis shows each test, sorted from left to right in increasing order of normalized energy usage.

As Figure 2 shows, the energy costs of individual test cases can vary greatly, even among test cases in the same test suite. On average, the test cases in each suite consume approximately 75,000 times more energy than the least expensive test case. Moreover, in the most extreme cases, the energy consumption of the most expensive test cases is approximately 14 million times more expensive than the least expensive test case. Based on this figure, we can see that test cases are likely to have a high amount of variance in their energy usages.

We next compared the energy usage of test suites that achieve approximately the same amount of statement coverage. Since our subject applications only have one test suite each, we generated multiple test suites by randomly selecting subsets of each application’s original test suite. In total, we generated 70,000 unique test suites, 10,000 for each subject. We then calculated what percentage of the original test suite’s statement coverage was achieved by each random test suite and, based on this calculation, binned the random test suites into 10 coverage groups: \([0\%–10\%], [10\%–20\%], \ldots, [90\%–100\%]\). Finally, we calculated the energy usage of each randomly generated test suite.

Figure 3 shows seven, Tukey-style box plots, one for each subject, that summarize the results of this analysis. In each box plot, the x-axis shows the coverage groups and the y-axis shows the percentage reduction in energy usage compared to the subject’s original test suite. (This was done to normalize energy consumption.) In each individual box, the horizontal line and the upper and lower edges show the median and the upper and lower quartiles, respectively, for the percentage of energy used at each coverage level. As the figure shows, for almost all of the coverage groups there is a wide range in the amount of energy consumed by the test suites. This result shows that the potential impact of minimizing test suites with respect to energy usage can be quite large. In fact, for several coverage levels, the difference between the most efficient and least efficient test suites is nearly 90%.

A certain amount of variance among both test cases and test suites is to be expected, since tests access expensive system resources in different patterns. However, the amount of variance exhibited in Figures 2 and 3 demonstrates that the most common approach for test suite minimization (i.e., selecting the smallest test suite possible) is often sub-optimal when energy consumption is a concern; selecting a larger number of energy-inexpensive test cases may result in a minimized test suite that consumes less energy.

Finally, we investigated how much energy may be wasted by choosing minimized test suites based on size rather than energy usage. Within each of the coverage groups, we compared the test suite that consumes the least amount of energy against the smallest test suite. Over 75% of the time the test suite that consumes the least amount of energy is not the smallest test suite. Moreover, on average, the least expensive test suite consumes \(\approx 18\%\) less energy than the smallest test suite, despite being \(\approx 11\%\) larger.

Overall, the results of this study motivate our approach by showing (1) there is a large amount of variance in the energy usage of test cases within the same test suite, (2) there is a large amount of variance in the energy usage of test suites that achieve approximately the same level of coverage, and (3) choosing the smallest test suite is likely to result in unnecessary energy usage.

4. APPROACH

The goal of our approach is to enable testers to produce energy efficient minimized in situ test suites. To do this, we define a technique, based on test suite minimization approaches, that selects test cases based not only on their coverage of a software system’s test requirements but also on their energy usage. The design of our technique allows testers to integrate it with the existing test suite minimization process and optimize their test suites with respect to
1. bin: b₁, b₂, b₃, b₄, b₅;
2. min: 0.5 b₁ + 0.7 b₂ + 0.2 b₃ + 1.3 b₄ + 1.5 b₅;
3. s₁: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
4. s₂: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
5. s₃: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
6. s₄: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
7. s₅: b₂ + b₄ + b₅ >= 1;
8. s₆: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
9. s₇: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
10. s₈: b₃ + b₅ >= 1;
11. s₉: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
12. s₁₀: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
13. s₁₁: b₁ + b₄ >= 1;
14. s₁₂: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;
15. s₁₃: b₁ + b₂ + b₃ + b₄ + b₅ >= 1;

Figure 4: ILP encoding of our motivating example.

energy-efficiency as easily as they can optimize with respect to traditional criteria, such as fault detection capability. The remainder of this section describes (1) our approach for creating energy-efficient, minimized test suites, and (2) how our approach integrates into the existing test suite minimization process described in Section 2.

4.1 Energy Minimization

Our technique for creating energy-efficient, minimized test suites is based on encoding test case selection as a constrained minimization problem. Here the constraints are the minimization criteria chosen by a tester in the Minimization Criteria Selection step, and the minimization objective is the amount of energy consumed by the minimized test suite. The formulation of the minimization problem relies on the fact that test suite minimization can be expressed as an ILP problem (e.g., [8, 14]). ILP is commonly used to compute an optimal solution to a mathematical problem, given a set of constraints on the solution. The primary benefit of using an ILP-based approach is that the solution to the minimization problem (i.e., a minimized test suite) is guaranteed to satisfy the minimization criteria, as long as the problem is solvable. Although ILP problems are NP-Complete, we have found that, in practice, all of the minimization problems we addressed were solvable in less than one second (see Section 5.5).

To encode a minimization problem as an ILP problem, the technique relies on three insights [14]. First, a minimized test suite \( T' \) for a test suite \( T \) can be represented as an array of binary values \( A = [b₁, b₂, \ldots, bₙ] \). A value of true (resp., false) for \( bᵢ \) indicates that the \( i \)th test case in \( T \) should (resp., should not) be included in \( T' \). Second, minimizing an objective function \( \sum_{tᵢ} cᵢ bᵢ \), where \( cᵢ \) is the energy usage of test case \( tᵢ \), also minimizes the energy usage of \( T' \). And finally, minimization criteria can be encoded as linear relationships among the elements of \( A \).

To illustrate the process of encoding a minimization problem as an ILP problem, consider again Table 1. Recall that in this example, the tester wants to create a minimized test suite that maintains the same level of statement coverage as the original test suite while minimizing energy consumption. The corresponding ILP problem is shown in Figure 4, using a standardized linear programming syntax [2]. In the figure, Line 1 shows each of the test cases represented as an array of binary values \( b₁, b₂, \ldots, bₙ \), one for each of the five test cases. Line 2 defines the objective function, where each binary variable is weighted by the energy cost of the corresponding test case, and Lines 3–15 define the constraints on the solution. Because the minimization criteria requires 100% statement coverage, there is one constraint for each of the 13 statements (lines) in the application. For example, Line 13 expresses the fact that, for Statement 11 to be covered, the minimized test suite must include either test case \( t₁ \) or \( t₄ \). Similarly, Line 15 indicates that selecting any test case will result in a minimized test suite that covers Statement 13.

Once the encoding is complete, the approach uses an ILP solver to generate a solution to the ILP problem. For this step, any standard ILP solver can be used. The solution to the problem shown in Figure 4 assigns true to variables \( b₁, b₂, \) and \( b₃ \). Since the variables correspond to test cases, the selection of the test cases follows in a straightforward manner. The minimized test suite that results from this process is \( t₁, t₂, \) and \( t₃ \), which is the energy efficient test suite \( T₁ \) identified in Section 3. The test suite can then be deployed to the energy constrained device and run in the field as part of the normal execution step described in Section 2.

4.2 Integration

The design of our approach allows it to easily integrate into existing test suite minimization processes. In fact, our
approach only requires two minor changes to the process outlined in Section 2. In Figure 1, the necessary modifications are shown using a dashed box. The first, and simplest, change is that during the Minimization step, testers would use our approach’s test suite minimization technique instead of their current minimization tool. Our approach can support any minimization criteria, as long as they can be expressed as a system of constraints. This includes all widely used testing criteria such as white-box (e.g., statement, branch, path, etc.) and black-box (e.g., requirements, use cases, etc.). So by using our approach, testers do not lose any capabilities. Additional information about how such criteria can be encoded can be found in prior work (e.g., [8,14,19]).

The second change is that, during the Data Collection step, the testers must collect additional information about the energy usage of each test in the original test suite. More specifically, they must create a mapping $E : T \rightarrow \mathbb{R}$ that maps each test case $t \in T$ to its energy cost when executed on the target embedded device. Since energy cost can vary from device to device depending on each device’s specific features, it is necessary to calculate $E$ and run the EDTSO process for each target device. We assume that these devices are known to developers a priori and are accessible to them for this purpose. The energy information is used to weight the variables in the objective function as described in Section 4.1. As we show in Section 5.6, EDTSO performs most effectively using the actual energy costs of each test cases. However, if energy usage measurements are unavailable, more easily gathered proxy metrics, such as execution time, can be substituted.

To create the mapping from test cases to energy usage, the approach (1) instruments the test suite to log the times when each test case starts and stops executing (e.g., insert a call to `System.currentTimeMillis()`) and (2) measures the amount of energy consumed by each test case on the target embedded system using an energy measurement platform (EMP). We assume that testers have sufficient access to either the binary or source of the software system for instrumentation purposes since this part of the testing process is performed in-house.

Instrumentation of a test suite can be fully automated in cases where the test suite is developed using a framework, such as JUnit or TestNG. Since test suites are defined using a standardized method, automatically identifying the points where a test case starts and stops executing (e.g., insert a call to `System.currentTimeMillis()`) is straightforward. For example, in JUnit 3 tests follow strict naming conventions and in JUnit 4 and TestNG tests are identified by an annotation (e.g., `{Test}`). In cases where the test suite is written in an ad hoc manner, a tester must either write an instrumenter to automatically insert instrumentation in the correct places or they must manually insert probes into the test suite. Regardless of how instrumentation is added, once the test suite is instrumented it is executed using an EMP.

At a high-level, an EMP is simply a mechanism for calculating the amount of energy consumed by executing a piece of code on a specific platform. In practice, there are many ways that such energy usage information can be calculated, including hardware-based approaches that use physical instrumentation and monitoring (e.g., [18,34,36,39]), simulation-based approaches that replicate the actions of a processor and estimate energy consumption of each executed cycle by using a cycle-accurate simulator (e.g., [9,12,24]), and estimation-based approaches that model energy-influencing features to estimate energy usage (e.g., [4,13,23,26]). In general, the output of an EMP is a timestamped log that records how much power is being consumed. By combining the log with the timestamps provided by the instrumentation, it is straightforward to calculate the individual energy usage of each test case. In our implementation of EDTSO, we run each test on a hardware-based EMP that we constructed by attaching a power monitor to the embedded system. More details about our chosen EMP are provided in Section 5.3.

To illustrate the modified Data Collection step, consider again the example shown in Table 1. The input to the Data Collection step is the test suite $T$, which contains $\{t_1,t_2,\ldots,t_5\}$. The approach instruments $T$, executes it, and measures the energy usage of each $t_i$. For example, suppose that a test case $t_i$ starts at time $s(t_i)$ and ends at time $e(t_i)$. Its energy consumption, $E(t_i)$, is the total energy consumed between $s(t_i)$ and $e(t_i)$. The output of the step is the function $E$ where each test case is mapped to the energy value shown at the bottom of Table 1. For example, $E(t_2) \rightarrow 0.7$ and $E(t_5) \rightarrow 1.5$.

5. EVALUATION

We investigated the usefulness and effectiveness of EDTSO in an empirical evaluation. For the evaluation, we created a prototype implementation of EDTSO and used it to address the following research questions:

RQ1: Usefulness. Do test suites generated by EDTSO use less energy than test suites generated by a traditional, size-focused minimization approach?

RQ2: Minimization Time. How much time does EDTSO need to generate energy minimized test suites?

RQ3: Proxy Measures. How is EDTSO’s performance impacted by using proxy measures instead of energy usage measurements?

5.1 Prototype Tool

Figure 5 presents a high-level overview of the implementation of EDTSO. As the figure shows, the tool takes as input a test suite, minimization criteria, test-related data, and energy data. Its output is the energy-minimized test suite that will be executed in situ.

The test suite, test-related data, and minimization criteria are the information needed by the existing test suite minimization process described in Section 2. The energy data

![Figure 5: Overview of the Energy-directed Test Suite Optimizer.](image-url)
is the energy cost of executing each test case on a platform of interest (see Section 4.2). The problem builder is responsible for encoding the inputs into an ILP problem (see Section 4.1). And finally, the ILP solver is responsible for solving the ILP problem generated by the problem builder. For our experiments, we used lp_solve [1].

5.2 Embedded System Selection

An embedded system is comprised of both a hardware platform and application software that runs on that platform. For our experiments we chose to use an Android-based system as our hardware platform, since Android is rapidly becoming a common operating system for many embedded systems (e.g., [11,16,35,42]). More specifically, we chose to use a Low Power Energy Aware Processing (LEAP) node [36]. Our LEAP node is an embedded x86 platform based on an ATOM N550 processor that runs Android 3.2. The sensor configuration of the LEAP node is similar to that used in other embedded systems [37,40]. The use of the LEAP node offers many benefits. First, as compared to other embedded systems, such as the REF TEK earthquake monitor [3], it is relatively inexpensive. Second, many Android systems make their applications and test suites publicly available, allowing us to draw from a broad pool of applications that represent different testing and implementation practices. Finally, we have extensive infrastructure to run Android applications, measure the energy usage of their tests, and collect coverage data.

For the software, we selected the applications shown in Table 2. The first two columns, Subject and Description, list the name of each application and a brief description of its functionality. The third column, LoC, shows the application’s number of lines of code. The final column, # Tests, shows the number of test cases included in each application’s test suite. All of our subject applications are available on Google’s Play App Store.

5.3 Experiment Protocol

For each of the subjects, we collected data about the test cases in each test suite. For each test case, we measured its structural coverage, energy usage, and execution time.

Structural coverage. To obtain structural coverage data, we instrumented each application using a technique that is based on Ball and Larus’ approach for efficient path profiling [5]. This technique allows us to minimally and efficiently place probes in an application and determine which bytecode instructions were covered during an execution.

Energy consumption. To measure the amount of energy consumed by a test case, we ran the instrumented application on the LEAP node. The LEAP node is connected to an analog-to-digital data acquisition (DAQ) card that samples current draw for each component (e.g., WiFi, GPS, memory, and CPU) at 10kHz. Because the DAQ is external to the LEAP, it does not introduce any measurement overhead to the system. However, the instrumentation that is added to the application has an execution cost, which we subtract from the final energy numbers. To determine the overhead, we profiled the energy cost of the inserted instrumentation. Since we know exactly how many times and when the instrumentation is executed, we can accurately remove its overhead from our energy measurements.

Execution time. As we explained in Section 4.2, the instrumentation added to the test suite records the start and stop times of each test case. The difference between these values is the execution time of the test case.

5.4 RQ1: Effectiveness

To address the first research question, we compared the energy consumption of test suites minimized using EDTSO against the energy consumption of test suites minimized using a traditional, size-focused technique. To do this, we first generated 70,000 ILP minimization problems, 10,000 for each subject. To generate each minimization problem, we randomly chose a subset of the testing requirements (i.e., statements that must be covered) and used EDTSO and the size-focused technique to create a minimized test suite that satisfies the chosen requirements (i.e., covers the necessary statements). Then we calculated and compared the energy consumption of the resulting test suites.

Table 3 and Figure 6 show a summary of this comparison. Table 3 shows how often the energy-minimized test suite consumed strictly less energy than the size-minimized test suite. Note that in the remaining cases, the energy usages of the energy-minimized and size-minimized suites are the same; EDTSO never created a minimized test suite that consumed more energy than the test suite created by the size-focused minimization technique. For each subject, we present the overall results and also break down the results by coverage group. Here each test suite’s coverage group is determined by the percentage of statements required to be covered by the corresponding minimization problem.

Figure 6 shows, for the cases when the energy-minimized test suites consume less energy than the size-minimized test suite, a Tukey-style boxplot of the percentage improvement in energy usage of the energy-minimized test suites over the size-minimized test suites. As in Table 3, the results are again broken down by subject and coverage group. Note that these numbers represent in the field energy savings. We do not take into account the energy cost of producing the minimized test suite as this part of the process occurs in house, prior to deploying the test suite to the embedded system. In addition, note that these savings are for a single execution of the test suite.

The results in Table 3 show that, across all applications, the energy-minimized test suites consume less energy than the size-minimized test suites over 92% of the time. The amount of improvement was also significant. The overall mean improvement in energy usage ranges from 3.8% to 17.9% and the overall maximum improvement was always nearly 100%. These results are encouraging as they demonstrate that minimizing test suites with respect to their energy usage not only consistently provides energy savings, but also that the amount of savings is significant.

By looking more closely at the data, some interesting trends emerge. First, EDTSO is less effective when mini-
mizing smaller test suites. The results show that EDTSO is less effective, both in terms of the number of times it can save energy and the amount of energy that is saved, for ConnectBot, K-9 Mail and Yaac, our subjects with the smallest test suites. Intuitively, this makes sense as larger test suites are more likely to have test cases with overlapping coverage, which allows for more ways to satisfy the minimization criteria. Second, from Table 3, it appears that it is more difficult to produce efficient test suites at lower coverage levels. As the coverage levels increase, the percentage of the time EDTSO created a more efficient test suite also increases. We hypothesize that this is not a generalizable trend, but instead is tied to the fact that the subjects’ test suites generally contain test cases that, individually, cover large portions of the applications. As a result, it is likely that the same test cases are included in both the energy-minimized and size-minimized test suites. Third, from Figure 6 we can see that the percentage improvement in energy usage decreases as the coverage level increases. Again, we believe that this is due to the composition of the test suites. As the required coverage approaches 100%, there are simply fewer ways to find subsets of the original test suite that also get the same coverage. Therefore, there is less room for improvement at higher coverage levels.

5.5 RQ2: Minimization Time
The purpose of our second research question is to determine whether EDTSO can generate minimized test suites in a reasonable amount of time. We judged reasonableness in two ways. First, we looked at the execution times of EDTSO in absolute terms. Looking at execution times in absolute terms is useful because it can help us to decide whether the technique is likely to be used in practice, and if so, in what contexts. For all 70,000 minimization problems that we considered, EDTSO was able to generate an energy-efficient, minimized test suite in less than 1 s. Second, we looked at the execution times of EDTSO in relative terms by determining whether there is a significant difference in the execution times of the two techniques (using the Mann-Whitney-Wilcoxon Test) and, if so, the size of the effect (using Vargha and Delaney’s $A_{12}$ statistic). Yaac is the only subject where there is a significant difference in execution time ($p < 0.05$). However, the effect size is small ($A_{12} = 0.56$) which indicates that the improvement is slight. Overall, the results of these comparisons are promising: there is no execution time penalty to using EDTSO, and the speed of EDTSO will add little overhead to the testing or deployment processes.

5.6 RQ3: Proxy Measures
Our results from RQ1 show that EDTSO can consistently produce test suites that are more energy efficient than those generated by a size-focused technique. However, in some
situations it may not be possible for testers to obtain energy data. For example, estimation-based EMPs may not be available for their target platform and hardware-based EMPs may be too expensive or difficult to use. For this reason, we also investigated whether it was possible to achieve energy savings with our approach using proxy measures instead of energy. For this experiment we used the execution time of each test case as a proxy for energy usage, as execution time is commonly perceived to be positively correlated with energy usage and is easy for testers to collect.

To create test suites that are minimized with respect to execution time, we created a modified version of EDTSO that used execution time, rather than energy usage, as the objective function’s constants. This modified version was used to create time-minimized test suites by solving the 70,000 minimization problems we created for RQ1. We then compared the energy usage of the time-minimized test suites with the energy usage of the energy-minimized test suites created for investigating RQ1.

Table 4 and Figure 7 show a comparison between the effectiveness of EDTSO when using energy measurements and the effectiveness of EDTSO when using execution time measurements. Note that the formatting used for Table 4 and Figure 7 is the same as for Table 3 and Figure 6. In all cases, the amount of energy consumed by the energy-minimized test suites was less than or equal to that of the time-minimized test suites. Therefore, the table and figure again show data only for the cases where the energy-minimized test suite consumed strictly less energy than the time-minimized test suite.

The data in Table 4 and Figure 7 give mixed results for the effectiveness of using execution time as a proxy for energy usage. On the positive side, the average loss in energy efficiency is low, ranging from 0.1% to 5.3%. This indicates that, in the average case, a tester could expect to see similar energy savings when using execution times as a proxy. However, the maximum savings show that a tester could miss significant savings by not using energy measurements. We also investigated whether there was a significant difference in the execution times of the tools and found that there was no difference between using energy measurements and execution time measurements. From these results, we conclude that using energy costs provides a superior solution in terms of maximizing energy savings. However, if energy costs are unavailable, then it is still possible to achieve energy savings with our approach using execution time as a proxy measure.

6. THREATS TO VALIDITY

External Validity: The applications that need in situ testing are usually sensor and network intensive applications, which makes them different from many normal Android applications. To represent these applications, we selected seven real world applications. All of these seven applications have extensive network usage and two of them, cyclo and MyTracks, also have heavy GPS usage. Overall, the functionalities of the seven applications in our evaluation were similar to the applications that would require in situ testing.

Construct Validity: The energy savings of our approach depend on the quality of the test suites. However, it may not be appropriate to assume that the real in situ test suites have the same quality as the test suites of our seven applications. To address this problem, we generated many new test suites for our applications by randomly selecting subsets of the original test suites with different coverage levels. Each generated test suite is essentially a new test suite for the application and could be evaluated independently. Since the new test suites are randomly generated, we avoid introducing any assumptions about the quality of the original test suites.

7. RELATED WORK

The work presented in this paper extends the previous version of our technique [19]. There are several conceptual and practical differences between the version of EDTSO presented in this paper and the version presented in prior work. First, we have carried out experiments to provide background and motivational data that illustrates current energy consumption trends with real world applications. Second, we have redesigned our technique so that it can integrate into existing testing workflows. Third, the evaluation of the prior work was a small case study, whereas this paper contains a more extensive empirical evaluation with seven test suites created by the developers of real world applications. Fourth, we evaluated EDTSO using time-based resource data and compared the effectiveness of such an approach with our own energy based approach.

In addition to our own prior work, researchers have investigated techniques for detecting energy bugs (e.g., [21,28,29,31]) and for using expensive resources effectively (e.g., [15,27]). The most related of these techniques investigates using the dynamic voltage and frequency scaling (DVFS) capabilities of certain processors to reduce the energy consumption of regression tests [15]. At a high-level, they are using DVFS to throttle the CPU to an appropriate level, as determined by analyzing previous executions of the regression tests. Note that, unlike our approach, the regression test suite is executed in its entirety. As such, our techniques are complimentary; a combined approach could both create energy-efficient minimized test suites and use DVFS to potentially achieve even greater energy savings.

Also related to our technique is existing work on test suite minimization, also known as test case selection. Such work can be divided into several high-level categories [32]: Retest all techniques, which simply rerun all existing test cases, Random or ad hoc techniques, which randomly select an arbitrary percentage of the existing test cases, Minimization techniques, which select the minimum number of test cases necessary to achieve a given criterion. For example, a minimization technique could select the smallest number of test cases such that all added or modified statements in the new version are executed. Safe techniques select every existing test case that achieves a certain criterion. For example, a safe technique could select every test case that executes an added or modified statement in the new program. Paeceo efficiency techniques, which optimize test suites based on multi-objective criteria. Yoo and Harman provide a recent, detailed survey of existing work in each of these categories [43].

Because the types of techniques mentioned above are designed for regression testing, they should not be seen as alternatives to our approach, but rather complimentary. Our approach takes the concept of test suite optimization and introduces the new idea of using energy consumption as the limiting criteria.
Table 4: Percentage of the time that test suites generated by EDTSO using energy measurements consume less energy than test suites generated by EDTSO using execution time measurements.

<table>
<thead>
<tr>
<th>Coverage</th>
<th>c:geo</th>
<th>ConnectBot</th>
<th>K-9 Mail</th>
<th>MobileOrg</th>
<th>My Tracks</th>
<th>Sky Map</th>
<th>Yaac</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,10)</td>
<td>8</td>
<td>0</td>
<td>25</td>
<td>52</td>
<td>48</td>
<td>15</td>
<td>28</td>
</tr>
<tr>
<td>(10,20)</td>
<td>14</td>
<td>0</td>
<td>42</td>
<td>52</td>
<td>56</td>
<td>26</td>
<td>66</td>
</tr>
<tr>
<td>(20,30)</td>
<td>22</td>
<td>7</td>
<td>57</td>
<td>62</td>
<td>63</td>
<td>46</td>
<td>82</td>
</tr>
<tr>
<td>(30,40)</td>
<td>27</td>
<td>29</td>
<td>74</td>
<td>79</td>
<td>81</td>
<td>42</td>
<td>94</td>
</tr>
<tr>
<td>(40,50)</td>
<td>26</td>
<td>43</td>
<td>83</td>
<td>84</td>
<td>88</td>
<td>19</td>
<td>99</td>
</tr>
<tr>
<td>(50,60)</td>
<td>15</td>
<td>41</td>
<td>89</td>
<td>84</td>
<td>97</td>
<td>2</td>
<td>31</td>
</tr>
<tr>
<td>(60,70)</td>
<td>18</td>
<td>18</td>
<td>78</td>
<td>90</td>
<td>97</td>
<td>2</td>
<td>65</td>
</tr>
<tr>
<td>(70,80)</td>
<td>24</td>
<td>2</td>
<td>88</td>
<td>96</td>
<td>99</td>
<td>7</td>
<td>84</td>
</tr>
<tr>
<td>(80,90)</td>
<td>20</td>
<td>0</td>
<td>91</td>
<td>98</td>
<td>100</td>
<td>4</td>
<td>96</td>
</tr>
<tr>
<td>(90,100)</td>
<td>5</td>
<td>0</td>
<td>98</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>99</td>
</tr>
</tbody>
</table>

Overall 15 17 76 94 95 7 84

Figure 7: Percentage improvement in energy usage of test suites generated by EDTSO using energy measurements over test suites generated by EDTSO using execution time measurements.

In addition to test suite minimization techniques, our approach is also related to work on post deployment validation, or more generally, techniques that leverage data collected from deployed software (e.g., [7, 20, 22, 25, 30, 44]). Like the test suite minimization techniques described above, techniques that gather information from the field are not alternatives to our technique. Instead, they represent opportunities where our general approach of optimizing with respect to energy usage can be applied.

8. CONCLUSIONS AND FUTURE WORK

In this paper, we extended our prior work on creating energy-efficient test suites that can be used to perform post-deployment testing on embedded systems. Our approach integrates with existing test suite minimization processes and allows testers to minimize in situ test suites based on energy usage in addition to traditional criteria. It is based on casting the test suite minimization problem as an ILP problem. We implemented our approach in a prototype tool and used it to conduct an empirical evaluation on the test suites of seven real world applications. The results of the evaluation indicate that our approach can consistently generate, in a reasonable amount of time, minimized test suites that consume up to 95% less energy than test suites generated by traditional, size-focused techniques. The evaluation also demonstrates that our technique is most effective when using energy measurements rather than using execution time as a proxy. Overall, we believe that these results are very positive and indicate that our approach can help developers of embedded software reduce the energy consumption of their test suites.

We plan on investigating several areas of future work. First, we will extend the evaluation of EDTSO. More specifically, we will consider more applications and test suites as well as additional embedded systems. Expanding the evaluation will allow for additional confidence in the generality of our results. Second, we will investigate the effects of using other structural coverage metrics, such as branch coverage, on the performance of the technique. Third, we will investigate the performance of alternative constraint solvers. Although lp_solve was able to handle all of the minimization problems that we considered, alternative solvers may perform better on larger problems. Information about the relative performance of ILP solvers can help testers choose which to use in practice. Fourth, we will create and study techniques for determining the leading causes of energy consumption in a test suite. These techniques will focus on identifying what types of tests consume the most amount of energy. Finally, we will consider the use of search-based strategies to solve the minimization problems. Compared to ILP-based formulations, search-based systems can often provide additional information (e.g., Pareto-optimal fronts) that can help testers choose between comparable solutions.
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