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Increased availability of high-quality customer information has fueled interest in personalized pricing strategies, i.e., strategies that predict an individual customer’s valuation for a product and then offer a customized price tailored to that customer. While the appeal of personalized pricing is clear, it may also incur large costs in the form of market research, investment in information technology and analytics expertise, and branding risks. In light of these tradeoffs, our work studies the value of idealized personalized pricing over a spectrum of pricing strategies varying in pricing flexibility and prediction model accuracy.

We first provide tight, closed-form upper bounds on the ratio between the profits of an idealized personalized pricing strategy and a single price strategy. These bounds depend on simple statistics of the valuation distribution and shed light on the types of markets for which personalized pricing has the most potential. Next, we consider two stylized price discrimination strategies that isolate the key assumptions underlying idealized personalized pricing: (i) a k-market segmentation strategy where the firm knows all customer valuations precisely but can only charge customers one of k prices and (ii) a feature-based pricing strategy, where the firm can charge a continuum of prices, but no longer knows customer valuations precisely. For each strategy, we bound the ratio of idealized personalized pricing profits to the profits of that strategy. These bounds quantify the value of the operational capability of charging distinct prices and the value of additional predictive accuracy, respectively. Finally, we synthesize these results to study a more realistic personalization strategy in which the seller neither knows customer valuations precisely nor is able to offer a continuum of prices. Computational evidence suggests that our bounds are both qualitatively and quantitatively representative under several common valuation distributions.
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1. Introduction

Over the last decade, increased availability of high-quality customer information has fueled interest in personalized pricing strategies. At a high-level, these strategies combine customer data with machine learning and optimization tools to predict an individual cus-
customer’s willingness to pay and then customize a price for that customer. This customized price can be delivered as a discount via a mobile application or other channel.

The appeal of personalized pricing is clear – If a seller could accurately predict individual customer valuations, then it could (in principle) charge each customer exactly their valuation, increasing profits and market penetration. Given this appeal, grocery chains (Clifford 2012), department stores (D’Innocenzio 2017), airlines (Tuttle 2013), and many other industries (Obama 2016) have begun experimenting with personalized pricing. Moreover, within the operations community, there has been a surge in research on how to practically and effectively implement personalized pricing strategies (e.g., Aydin and Ziya (2009), Phillips (2013), Bernstein et al. (2015), Chen et al. (2015), Ban and Keskin (2017)).

Unfortunately, implementing any form of price discrimination, including personalized pricing, may be costly and/or difficult. A firm would need to engage in price experimentation and market research, invest in information systems to store customer data, and build analytics expertise to transform these data into a personalized pricing strategy (see Arora et al. (2008) for an extensive discussion). Moreover, price discrimination tactics involve serious branding risks and potential customer ill-will, and, in some markets, may be of questionable legality. Finally, personalized pricing may impact competitors’ (Zhang 2011) and manufacturers’ (Liu and Zhang 2006) behavior.

In light of these tradeoffs, in this work we complement the existing operations literature on how to implement personalized pricing by quantifying when personalized pricing offers significant value. Specifically, for a single-product monopolist, we bound the profit ratio between idealized personalized pricing (PP), i.e., charging each customer exactly their willingness to pay, and a spectrum of various simpler pricing strategies. The spectrum of strategies vary on the degree of pricing flexibility as well as prediction model accuracy. Thus, these bounds can guide managers in assessing the potential upside of the above tradeoffs, and provide a fundamental understanding of the value of offering more prices and of the value of reducing prediction error.

With full-information about the customer valuation distribution, computing the exact ratio between idealized personalized pricing over simpler pricing strategies is straightforward; there is no need for bounding. However, in our opinion, a firm not currently engaging in personalized pricing is unlikely to know the full valuation distribution. Indeed, it is not necessary to learn this distribution to price effectively (Besbes et al. 2010) Besbes and Zeevi
and learning it may be difficult since real-world distributions are typically complex and irregular (see, e.g., Celis et al. (2014) for a discussion in an auction setting).

Consequently, we focus instead on parametric bounds that depend on a few statistics of the valuation distribution. On the one hand, we believe these statistics are more easily estimated by a seller not currently engaging in personalized pricing than the full valuation distribution. On the other hand, and perhaps more importantly, parametric bounds based on these statistics provide structural insights into the types of markets where the value of personalized pricing is potentially large. In particular, we leverage these structural insights to disentangle the contributions from increased operational flexibility (offering many distinct prices) and improved prediction accuracy (gathering additional data) in personalized pricing strategies.

More specifically, in the first part of the paper, we bound the profit ratio between idealized personalized pricing and posting a single price (SP) for all customers. We call this ratio the value of personalized pricing over single-pricing. Notice that idealized personalized pricing as we define it is often called first-degree price discrimination in the economics literature, and observe that it upper bounds the profit of any other price discrimination strategy. Thus, the value of personalized pricing over single-pricing also upper bounds the potential gains of any other price discrimination strategy over single pricing.

We prove bounds that are tight, closed-form and depend on three unitless statistics of the valuation distribution: (i) the scale, which is the ratio of the upper bound of the support to the mean, (ii) the margin, which we define as the margin of a unit sold at a price equal to the mean valuation, and (iii) the coefficient of deviation, which is the mean absolute deviation over twice the mean. Knowing these three quantities is equivalent to knowing the mean, support, and mean absolute deviation of the distribution. Our bounds are tight in the sense that we give an explicit valuation distribution for which the value of personalized pricing over single-pricing matches the bound. The precise form of the tight distribution depends on the relevant parameters, but consists of a mixture of Pareto and two-point distributions. These results generalize folklore results that the Pareto distribution (a.k.a. “equal-revenue” distribution) represents the worst-case for single-pricing. Perhaps surprisingly, we also find that our bound is maximal for intermediate values of the coefficient of deviation and approaches one as the coefficient deviation increases with all other parameters fixed.
Of course, idealized personalized pricing is not achievable in practice. It hinges on two assumptions: First, the monopolist has the ability to charge a potentially distinct price to each customer. Second, the monopolist is omniscient and can perfectly predict each customer’s valuation. In the second part of this paper, we study price discrimination strategies that relax these two assumptions and more closely model personalized pricing strategies used in practice. To this end, we first compute the value of personalized pricing over two stylized price-discrimination strategies: \( k \)-market segmentation and feature-based pricing.

In the \( k \)-market segmentation (\( kP \)) strategy, we assume the monopolist is still omniscient, but can charge at most \( k \) distinct prices, relaxing the assumption of a continuum of prices. Thus, the value of personalized pricing over \( k \)-market segmentation quantifies the value of the operational capability of charging a continuum of prices, which is equivalent to the case where \( k \to \infty \). Under a mild assumption, we show that this value is at most \( 1 + C \frac{1}{k} \), where \( C \) is an explicit constant depending on distributional parameters. We prove theoretically that this worst-case dependence on \( k \) is tight and provide numerical evidence that it is in fact typical of many distributions. This analysis yields a natural rule of thumb; to half the gap to the ideal personalized pricing profits, one needs to double the number of prices offered.

By contrast, in the feature-based pricing (\( XP \)) strategy, we assume the monopolist can in principle offer a continuum of prices, but is no longer omniscient. Rather, she observes a feature vector (sometimes called a context) for each customer which she can use to (imperfectly) predict the customer’s valuation. Thus, the value of personalized pricing over feature-based pricing quantifies the value of additional information, i.e., a richer set of features that would enable perfect prediction. Leveraging our earlier results, we prove that this value is bounded by an explicit factor that depends on the coefficient of deviation of the error in the valuation prediction model. Thus, our bound quantifies the degree of prediction accuracy necessary to guarantee a certain percentage of profits. Again, we provide numerical evidence suggesting our worst-case analysis is qualitatively typical of many valuation distributions. Our result yields another natural rule of thumb; to half the gap to the ideal personalized pricing profits, one needs to quadruple the the prediction accuracy.

Finally, we use the above results on these stylized pricing strategies as building blocks to study a more realistic feature-based market segmentation (\( kXP \)) strategy. In this strategy,
we assume the monopolist is neither omniscient nor operationally able to offer a continuum of prices. Rather, as in the feature-based pricing strategy, she observes a feature for each customer. Based on this feature, she then offers the customer one of $k$ prices. Bounding the relative difference between idealized personalized pricing and feature-based market segmentation quantifies the impact of both limited price flexibility and prediction error on the profit of personalized pricing strategies. We believe that feature-based market segmentation also closely resembles data-driven price discrimination strategies commonly used in practice. Under mild assumptions, we show that one can decompose the value of personalized pricing over feature-based market segmentation by separately considering the profit loss from prediction inaccuracy and the profit loss from limited price flexibility on a related, “de-noised” market. These two losses can be analyzed directly using the previously discussed bounds. Importantly, our decomposition is constructive and yields an algorithm for generating a feature-based market segmentation strategy with a provable performance guarantee. In Fig. 1 we visualize the relations between all of our various pricing strategies.

To summarize our contributions:

1. We prove closed-form, tight bounds for the value of personalized pricing over single-pricing when the scale, margin, and coefficient of deviation of the valuation distribution are known (c.f. Theorem 1). This bound is maximized for intermediate levels of market heterogeneity. We also provide corresponding valuation distributions which confirm these bounds are tight.
2. We prove closed-form bounds on the value of personalized pricing over $k$-market segmentation which are tight in their dependence on $k$, and describe a distribution-agnostic segmentation procedure that achieves this bound (c.f. Theorem 2). We provide numerical evidence that this worst-case dependence is in fact typical. Thus, the bound quantifies the operational value of being able to charge infinitely many prices over $k$ prices.

3. We further prove closed-form bounds on the value of personalized pricing over feature-based pricing (c.f. Theorem 3). The bound gives an explicit relationship between the accuracy in predicting valuations and value of personalized pricing. Thus, these bound help quantify the value of additional consumer data.

4. We analyze the value of personalized pricing over feature-based market segmentation by synthesizing our results on $k$-market segmentation and feature-based pricing. We show that the feature-based market segmentation strategy’s profit loss can be bounded by the sum of the profit loss from feature-based pricing and the profit loss of $k$-market segmentation on a related, “noiseless” market (c.f. Theorem 4). Thus, the decomposition yields a useful, rigorous paradigm for tuning personalized pricing strategies by explicitly identifying the impact on revenue due to limited price flexibility and prediction error.

1.1. Connections to Existing Literature

The study of price discrimination tactics has a long history in economics dating back at least to Robinson (1934). Historically, the economics literature has focused on how various forms of price discrimination affect social welfare (see, e.g., Narasimhan (1984), Schmalensee (1981), Varian (1985), Shih et al. (1988) or Bergemann et al. (2015), Cowan (2016), Xu and Dukes (2016) for more recent results). In contrast to these works, we take an operational perspective, focusing on the individual firms relative profits under first-degree price discrimination and other forms of pricing.

That said, we are not the first to study the value of personalized pricing over single pricing. Previous authors have also studied the value of personalized pricing over single pricing under different distributional assumptions. Barlow et al. (1963) prove that if the valuation distribution has monotone hazard rates, the value of personalized pricing is at most Euler’s constant $e \approx 2.718$. Similarly, Tamuz (2013) prove that if the ratio of the geometric mean over the mean is at least $1 - \delta$, then the value of personalized pricing is at
most $(1 - 2^{2} \delta^{\frac{1}{2}})^{-1}$. Our single-pricing results differ from these existing results in two critical ways. First, our bounds are tight in the input parameters. Indeed, we show numerically they can be significantly stronger than these existing bounds. Second, since our bounds explicitly depend on simple statistics of the valuation distribution such as the scale and coefficient of deviation, we argue that is easier to use them to assess the effects of various operational decisions. In particular, the parametric dependence on the support and mean absolute deviation of the distribution directly enables us to study personalization strategies which segment markets and leverage features to reduce valuation uncertainty, respectively. It is less clear how to use existing techniques to develop similar results for such strategies.

As mentioned above, idealized personalized pricing (first-degree price discrimination) is an idealized strategy. In practice, firms implement some form of third-degree price discrimination. While approaches differ widely, most implicitly or explicitly leverage some form of market segmentation – either segment customers directly or incentivize them to self-segment, and then offer different prices to each segment. Indeed, the operations literature contains many examples of such strategies including intertemporal pricing (Su (2007), Besbes and Lobel (2015)), opaque selling (Jerath et al. (2010), Elmachtoub and Hamilton (2017)), rebates/promotions (Chen et al. (2005), Cohen et al. (2017)), markdown optimization (Caro and Gallien (2012), Özer and Zheng (2015)), product differentiation (Moorthy (1984), Choudhary et al. (2005)), dynamic pricing and learning (Cohen et al. (2016), Qiang and Bayati (2016), Javanmard and Nazerzadeh (2016)), and many others.

By contrast, the focus of our work is not on “how to price discriminate” but rather the value of price discrimination. Nonetheless, our bounds on the value of personalized pricing over feature-based market segmentation do provide insight into the above strategies. Since the strategy relaxes the two key assumptions of first-degree price discrimination, our bounds help establish guarantees on the performance of imperfect personalized pricing strategies. Perhaps more importantly, by characterizing the types of valuation distributions for which the value of personalized pricing is high, our bounds highlight the settings in which it is most important that the above strategies perform well and inform their analysis.

Finally, we contrast our work to several recent works that study how to set a single-price near-optimally given limited distribution information such as the support (Cohen et al. 2015), mean and variance (Chen et al. 2017, Azar et al. 2013), or a neighborhood containing the true valuation distribution (Bergemann and Schlag 2011). Indeed, these works support
our earlier claim that it is not generally necessary to learn the whole valuation distribution in order to price effectively, but are very different in perspective from our work.

2. Model and Preliminaries

We consider a profit-maximizing monopolist selling a product with per unit cost $c$. A random customer’s valuation for the product is denoted by the non-negative random variable $V \sim F$. The mean valuation $E[V]$ is denoted by $\mu$. Since it is never profitable to sell to customers with valuations less than $c$, assume without loss of generality, that $V \geq c$ almost surely. We consider a spectrum of five pricing strategies for the monopolist:

1) Single Pricing (SP): In the single pricing strategy, the monopolist offers the product to all customers at the same price $p$. Thus, the probability that a customer purchases is given by the complementary cumulative distribution function (ccdf) $F(p) := 1 - F(p)$, and the seller’s corresponding expected profit is $(p - c)F(p)$. Let $R_{SP}(F, c) := \max_p \{(p - c)F(p)\}$ denote the seller’s maximal expected profit under single-pricing.

2) $k$-Market Segmentation (kP): In the $k$-market segmentation strategy, the monopolist partitions the valuation space into $k + 1$ disjoint intervals $[s_0, s_1), [s_1, s_2), \ldots, [s_{k-1}, s_k), [s_k, s_{k+1})$ with $s_0 = c$ and assigns distinct prices $p_i \in [s_i, s_{i+1})$ to each segment $i \geq 1$. When a customer with valuation $V \in [s_i, s_{i+1})$ arrives, she is offered the product at price $p_i$. Given $F$ and $c$, let $R_{kP}(F, c, s, p) := \max_{s, p} R_{kP}(F, c, s, p)$ denote the profit from this strategy with partition $s$ and prices $p$, and let $R_{kP}(F, c) \equiv \max_{s, p} R_{kP}(F, c, s, p)$ denote the optimal profit for this strategy.

3) Feature-Based Pricing (XP): In the feature-based pricing strategy, the monopolist observes a feature vector $X$ supported on $\mathcal{X}$ for each customer before offering a price, but does not directly observe her valuation $V$. Based on $X$, she offers a customized price $p(X)$, and the customer purchases with probability $\Pr(V \geq p(X) | X)$. Note that unlike $k$-market segmentation, if $X$ is continuous, the seller can in principle offer a continuum of prices, one for each possible value of $X$. Given a joint distribution $F_{XV}$ of $(X, V)$, let $R_{XP}(F_{XV}, c) \equiv \max_{p(\cdot)} E [(p(X) - c)I(V \geq p(X))]$ denote the optimal profit under feature-based pricing.

4) Feature-Based Market Segmentation (kXP): In the feature-based market-segmentation strategy, the monopolist observes a feature $X$ for each customer, but again
does not directly observe her valuation \( V \). Based on \( X \), she offers one of \( k \) prices, \( p(X) \in \{ p_i \}_{i=1}^k \), and the customer purchases with probability \( \Pr(V \geq p(X)|X) \). The monopolists choice of pricing function naturally induces a partition of the market into \( k \) segments \( X_i = \{ x \in X|p(x) = p_i \} \), and yields expected profit \( \sum_{i=1}^k (p_i - c) \Pr(V \geq p_i|X \in X_i) \Pr(X \in X_i) \).

Given a joint distribution \( F_{XV} \) of \((X, V)\), let \( R_{SP}(F, c) := \mu - c \) denote the seller’s maximal expected profit under idealized personalized pricing.

5) Idealized Personalized Pricing (PP): In the idealized personalized pricing strategy, the monopolist can potentially offer a different price to each customer and has full knowledge of each customer’s valuation. Since \( V \geq c \), it is optimal to offer each customer precisely her valuation. Let \( R_{PP}(F, c) := \mu - c \) denote the seller’s maximal expected profit under idealized personalized pricing.

By construction, \( R_{SP}(F, c) \leq R_{kXP}(F_{XV}, c) \leq R_{kp}(F, c) \leq R_{PP}(F, c) \) and \( R_{SP}(F, c) \leq R_{kXP}(F_{XV}, c) \leq R_{XP}(F_{XV}, c) \leq R_{PP}(F, c) \). However, in general the ordering between \( R_{kp}(F, c) \) and \( R_{XP}(F_{XV}, c) \) is instance dependent. Given \( F \) and \( c \), we define the value of personalized pricing over single-pricing as \( \frac{R_{PP}(F, c)}{R_{SP}(F, c)} \). The value of personalized pricing over \( k \)-market segmentation, feature-based pricing and feature-based market segmentation are each defined similarly. When \( F \), \( F_{XV} \), and \( c \) are clear from context, we sometimes omit them and write, e.g., \( \frac{R_{PP}}{R_{SP}} \).

2.1. The Lambert-W Function

Many of our closed-form bounds involve \( W_{-1}(\cdot) \), the negative branch of the Lambert-W function. Although the Lambert-W function is pervasive in mathematics, it is less common in the pricing literature. We refer the reader to Corless et al. (1993) for a thorough review of its properties and provide only a brief summary below.

Recall, the general (multi-valued) Lambert-W function \( W(x) \), is defined as a solution to

\[
W(x)e^{W(x)} = x.
\]

When \( x \in [-1/e, 0) \), this equation has two distinct real solutions. The branch \( W_{-1}(\cdot) \) gives the solution that lies in \((-\infty, -1] \). The other branch \( W_0(\cdot) \) gives the solution in \([-1, \infty) \), but will not be needed in our work. Both branches are illustrated in the left panel of Fig. 2.
Figure 2 The Lambert-W Function.

Note. The left panel shows the two real branches of the Lambert-W function, \( W_0(\cdot) \) (solid black), and \( W_{-1}(\cdot) \) (dashed). Our bounds depend upon the \( W_{-1}(\cdot) \) branch (rescaled), as shown in right panel, and which can be upper and lower bounded via Chatzigeorgiou (2013) (dotted).

To build intuition, we encourage the reader to think of \( W_{-1}(\cdot) \) as analogous to the natural logarithm, \( \log(\cdot) \). Indeed, like \( W_{-1}(x) \), \( \log(x) \) is defined as a solution to an equation, namely,

\[
e^{\log(x)} = x.
\]

For a handful of values, both \( W_{-1}(\cdot) \) and \( \log(\cdot) \) can be evaluated exactly. For example, \( W_{-1}(-1/e) = -1 \), \( \log(1) = 0 \), and \( \lim_{x \to 0} W_{-1}(x) = \lim_{x \to 0} \log(x) = -\infty \). For most values, however, both functions must be evaluated numerically. Fortunately, evaluating an expression using \( W_{-1}(\cdot) \) is numerically no more difficult than evaluating a similar expression using \( \log(\cdot) \).

Moreover, the natural logarithm provides simple bounds on \( W_{-1}(\cdot) \). Indeed, Chatzigeorgiou (2013) proves that for \( 0 < x \leq 1 \),

\[
-1 - \sqrt{2 \log(1/x) - \log(1/x)} \leq W_{-1}\left(-\frac{x}{e}\right) \leq -1 - \sqrt{2 \log(1/x) - \frac{2}{3} \log(1/x).}
\]  

(Recall \( W_{-1}(\cdot) \) is defined on \([-1/e, 0)\), so that this inequality spans its domain.) The right panel in Fig. 2 illustrates these bounds and shows they are quite tight.

3. The Value of Personalized Pricing over Single Pricing

In this section, we provide tight bounds on the value of personalized pricing over single pricing using simple statistics of \( F \). We begin by bounding the value of personalized pricing using the scale \( (S) \), and margin \( (M) \), defined respectively as:

\[
S := \frac{\inf\{k \mid F(k) = 1\}}{\mu}, \quad M := 1 - \frac{c}{\mu},
\]
These two statistics are unitless and can be thought of as (rescaled) measurements of the maximal valuation and per unit cost. More specifically, $S$ is the ratio of the largest valuation in the market to the average valuation. By construction, $S \geq 1$, and measures the maximal dispersion of valuations. By contrast, $M = \frac{\mu - c}{\mu} \in [0,1]$, and can be interpreted as the margin of a unit sold at a price equal to the mean valuation.

Before stating our tight bound, we introduce a transformation that reduces the problem of bounding the value of personalization for a product with $c > 0$ and $\mu > 0$ to an equivalent problem with $c = 0$ and $\mu = 1$. This reduction is used repeatedly throughout the paper.

**Lemma 1 (Reduction to Zero Costs and Unit Mean).** Let $V \sim F$, and let the distribution of $\frac{1}{\mu - c} (V - c)$ be denoted by $F_c$. Then,

$$\frac{R_{PP}(F,c)}{R_{SP}(F,c)} = \frac{R_{PP}(F_c,0)}{R_{SP}(F_c,0)}.$$  

Moreover, if the scale and margin of $F$ are $S$ and $M$, respectively, then the mean, scale, and margin of $F_c$ are $\mu_c = 1$, $S_c = \frac{S + M - 1}{M}$, and $M_c = 1$, respectively.

The key to the following bound is that $R_{SP}(F,0)$ directly yields a bound on the tail behavior of $F$. Indeed, for any price $p > 0$, $pF(p) \leq R_{SP}(F,0)$ by definition, and thus $F(p) \leq \frac{R_{SP}(F,0)}{p}$. We use this result repeatedly in what follows, terming it the **pricing inequality**:

$$F(x) \leq \frac{R_{SP}(F,0)}{x}, \quad \forall x > 0.$$  

(Pricing Inequality)

This inequality drives the following lemma.

**Lemma 2 (Bounding $\frac{R_{PP}}{R_{SP}}$ using the Scale and Margin).** For any $F$ with scale $S$ and margin $M$, we have

$$\frac{R_{PP}(F,c)}{R_{SP}(F,c)} \leq -W_{-1} \left( \frac{-M}{e(S + M - 1)} \right).$$  

Moreover, this bound is tight.

**Proof.** First, suppose $c = 0$ and $\mu = 1$. Then, $R_{PP} = 1$ and $M = 1$. Since $\mu = 1$, $F(S) = 0$, i.e., $0 \leq V \leq S$, a.s. Using the tail integral formula for expectation, we have that

$$R_{PP} = \int_0^S F(x)dx$$  

$$\leq R_{SP} + \int_{R_{SP}}^S F(x)dx \quad (0 \leq R_{SP} \leq S)$$
\[ \leq R_{SP} + \int_{R_{SP}}^{S} \frac{R_{SP}}{x} dx \quad \text{(Pricing Inequality)} \quad (4) \]

\[ = R_{SP} + R_{SP} \log \left( \frac{S}{R_{PP}/R_{SP}} \right) \quad \text{(since } R_{PP} = 1) \]

Rearranging this inequality yields

\[ \frac{R_{PP}}{R_{SP}} \leq 1 + \log \left( \frac{S}{R_{PP}/R_{SP}} \right). \quad (5) \]

We next use properties of \( W_{-1}(\cdot) \) to simplify Eq. (5). Exponentiating both sides yields,

\[ e^{\frac{R_{PP}}{R_{SP}}} \leq e^{S} \frac{R_{PP}}{R_{SP}} \iff \frac{1}{eS} \leq \frac{R_{PP}}{R_{SP}} e^{-\frac{R_{PP}}{R_{SP}}} \iff -\frac{1}{eS} \geq -\frac{R_{PP}}{R_{SP}} e^{-\frac{R_{PP}}{R_{SP}}} \]

which proves the bound when \( c = 0 \) and \( \mu = 1 \), since \( M = 1 \).

To prove tightness, it suffices to construct a nonnegative random variable \( V \sim F \) with \( \mu = 1 \) and scale \( S \), such that \( R_{SP}(F,0) = -\frac{1}{eS} \). For convenience, define \( \alpha = \frac{1}{eS} \), and notice, by definition of \( W_{-1}(\cdot) \),

\[ -\frac{1}{eS} = -\frac{1}{\alpha} e^{-\frac{1}{\alpha}} \iff \frac{\alpha}{S} = e^{1-\frac{1}{\alpha}} \iff \log \left( \frac{\alpha}{S} \right) = 1 - \frac{1}{\alpha} \iff \frac{1}{\alpha} = 1 + \log \left( \frac{S}{\alpha} \right). \quad (8) \]

Next consider a random variable with cdf

\[ F_{S}(x) = \begin{cases} 1 & \text{if } x \in (0, \alpha] \\ \frac{\alpha}{x} & x \in (\alpha, S] \\ 0 & \text{otherwise.} \end{cases} \]

Observe that \( F_{S} \) has mean 1, since

\[ \mu = \int_{0}^{S} F_{S}(x) dx = \alpha + \alpha \log \left( \frac{S}{\alpha} \right) = \alpha \left( 1 + \log \left( \frac{S}{\alpha} \right) \right) = 1, \quad (9) \]

by Eq. (8). By inspection, \( F_{S} \) has scale \( S \). Finally, for any \( x \in (\alpha, S] \), \( x F_{S}(x) = \alpha \), and for any other \( x \), \( x F_{S}(x) \leq \alpha \). Hence, \( R_{SP}(F,0) = \alpha \), and, thus, the bound is tight for \( F_{S} \).

For a general \( c > 0 \) and \( \mu \neq 1 \), use Lemma [1] to reduce to the case that \( c = 0 \), \( \mu_{c} = 1 \), \( M_{c} = 1 \), and \( S_{c} = \frac{S+M-1}{M} \). Lemma [1] and Eq. (7) then imply that \( \frac{R_{PP}(F,c)}{R_{SP}(F,c)} = \frac{R_{PP}(F,0)}{R_{SP}(F,0)} \leq -W_{-1} \left( \frac{1}{eS_{c}} \right) \). Replacing \( S_{c} \) proves the upper bound. Create a tight distribution by scaling \( F_{S_{c}} \) (defined above) by \( \mu - c \) and shifting by \( c \). \( \square \)
Figure 3  Bound and tight distribution of Lemma 2

Note. The left panel shows the tight distribution of Lemma when \( M = 1 \) and \( S = 5 \). The middle panel shows the bound in Lemma when \( M = 1 \) and as \( S \) varies between 1 and 10. The right panel shows the bound in Lemma when \( S = 5 \) and as \( M \) varies between 0.1 and 1.0.

The described tight distribution is a truncated Pareto distribution on \([\alpha, S]\) for some \( \alpha \in [c, S] \), which satisfies \( \bar{F}_S(x) \propto 1/x \) on its support (see left panel Fig. 3). In the auction literature, this distribution is sometimes called the “equal-revenue” distribution, since all prices in \([\alpha, S]\) yield the same single-pricing profit. Thus, one optimal pricing strategy for this distribution is to price at \( p = \alpha \) and sell to all customers.

In the middle and right panels of Figure, we plot the bound of Lemma versus \( M \) and \( S \). Intuitively, as the scale increases, valuations become more dispersed and personalization offers greater potential value, as seen in the middle panel. On the other hand, increasing the margin with a fixed mean is equivalent to decreasing the cost per unit. As discussed above, an optimal single-pricing strategy has the same market share as idealized personalized pricing under the tight distribution. Thus, in the right panel, as margin increases, the profits of both idealized personalized pricing and single pricing increase at the same rate, and their relative ratio decreases. We stress that this behavior crucially depends on the properties of the tight distribution.

Remark 1. Many of our subsequent proofs utilize techniques similar to the proof of Lemma. Consequently, we highlight some of its high-level features before proceeding. First, the proof is centered around an integral representation of a moment of \( V \) (in this case \( \mu \)) in terms of the ccdf \( \bar{F} \) (cf. Eq. (2)). The key step is to point-wise upper bound \( \bar{F}(x) \) at each \( x \). For \( x \leq R_{SP} \), the tightest bound possible is simply 1 (cf. Eq. (3)). For \( x \geq R_{SP} \), we use the Pricing Inequality (cf. Eq. (4)). The tight distribution is constructed by constructing a valid ccdf \( \bar{F} \) that simultaneously makes each of these point-wise bounds tight. The remaining steps are simple algebraic manipulation. Thus, the three key elements
are an integral representation in terms of the ccdf, point-wise bounds on the ccdf, and identifying a single distribution which simultaneously matches all point-wise bounds. □

### 3.1. Bounds Incorporating the Coefficient of Deviation

A drawback of Lemma 2 is that the bound becomes vacuous as the scale $S \to \infty$. The issue is that $S$, alone, cannot distinguish between markets where most customers have relatively similar valuations (which may be relatively low or high) and markets where customer valuations vary widely. We next provide more descriptive upper bounds on the value of personalized pricing by incorporating a measure of the market’s heterogeneity, i.e., the typical dispersion in valuations. Specifically, we define the coefficient of deviation of $F$ by

$$D := \frac{E[|V - \mu|]}{2\mu}.$$ 

By construction, $D \in [0, 1]$ since $E[|V - \mu|] \leq E[|V|] + \mu = 2\mu$ by the triangle inequality. Intuitively, $D$ is the (rescaled) mean absolute deviation of $V$. Mean absolute deviation (or MAD) is a common measure of a random variable’s dispersion, similar to standard deviation. Intuitively, when $D$ is small, we expect most valuations to be close to $\mu$, and, hence, the value of personalization to be small. By contrast, when $D$ is large, we expect there to be larger dispersion in valuations, and, hence, the potential value of personalization to be much larger.

This intuition is not entirely correct as we shall see below. In fact, when $D$ is very large and $S$ is finite, there is a boundary effect; $F$ is approximately a two-point distribution concentrated near $c$ and $\mu S$, and single-pricing strategies are very effective. A single price can be used to capture the high valuation customers, while the low valuation customers are simply ignored since their potential profitability is near zero. Consequently, for very large $D$, the value of personalization is, in fact, low.

This qualitative description is formalized in Theorem 1 which bounds the value of personalization in terms of $S$, $M$, and $D$. The theorem partitions the space of markets into three distinct regimes depending on the magnitude of $D$ and provides distinct bounds for each regime. Specifically, we define the three regimes by

- (L) **Low Heterogeneity:** $0 \leq D \leq \delta_L$
- (M) **Medium Heterogeneity:** $\delta_L \leq D \leq \delta_M$
- (H) **High Heterogeneity:** $\delta_M \leq D \leq \delta_H$,
where $\delta_L, \delta_M, \delta_H$ are constants that depend on $M$ and $S$:

$$
\delta_L := \frac{-M \log \left( \frac{S+M-1}{M} \right)}{W_1 \left( \frac{S+M-1}{M} \right)}, \quad \delta_M := \frac{M \log \left( \frac{S+M-1}{M} \right)}{1 + \log \left( \frac{S+M-1}{M} \right)}, \quad \delta_H := \frac{M(S-1)}{S+M-1}.
$$

The following lemma proves these regimes form a true partition:

**Lemma 3 (Partitioning the Range of $D$).** Given $F$ with scale $S$ and margin $M$, the coefficient of deviation of $F$ satisfies $0 \leq D \leq \delta_H$. Moreover, $0 \leq \delta_L \leq \delta_M \leq \delta_H$.

Equipped with Lemma 3, we can state Theorem 1, the main result of this section. We defer a proof until Section 3.2.

**Theorem 1 (Bounding $\frac{R_{PP}}{R_{SP}}$ using $D$).** For any $F$ with scale $S$, margin $M$, and coefficient of deviation $D$, we have the following:

a) If $0 \leq D \leq \delta_L$, then

$$
\frac{R_{PP}(F,c)}{R_{SP}(F,c)} \leq -W_1 \left( \frac{D}{M} - 1 \right).
$$

(Low Heterogeneity)

b) If $\delta_L \leq D \leq \delta_M$, then

$$
\frac{R_{PP}(F,c)}{R_{SP}(F,c)} \leq \frac{M \log \left( \frac{S+M-1}{M} \right)}{D}.
$$

(Medium Heterogeneity)

c) If $\delta_M \leq D \leq \delta_H$, then

$$
\frac{R_{PP}(F,c)}{R_{SP}(F,c)} \leq -W_1 \left( \frac{-1}{e \left( \frac{S+M-1}{M} \right)(1 - \frac{D}{M})} \right).
$$

(High Heterogeneity)

Moreover, for any $S, M, D$ there exists a valuation distribution $F$ with scale $S$, margin $M$ and coefficient of deviation $D$ such that the corresponding bound is tight.

Theorem 1 gives a complete, closed-form upper bound on the value of personalized pricing for any distribution in terms of its scale, margin, and coefficient of deviation. The bound is defined piecewise, but is continuous (cf. Fig. 4). Note that the bound captures the intuition that the value of personalization increases as $D$ increases for small to moderate $D$, but also captures the boundary behavior as $D$ becomes very large. The maximal point in Fig. 4 at the transition between the low and medium regimes, corresponds exactly to the bound in Theorem 2. The bound is neither convex nor concave as a function of $D$. 
Figure 4  Value of Personalized Pricing vs. the Coefficient of Deviation

Note. The left panel plots the bound from Theorem 1 as a function of $D$ with $S = 4$ and $M = 0.9$. The right panel plots the inverse of this bound, which we note is convex.

We also observe that our bound in Figure 4 can be significantly above or below $e$, the uniform bound proven for *monotone hazard rate* (MHR) distributions in [Barlow et al. (1963)] and [Hartline et al. (2008)]. Further, although the value of personalized pricing can be infinite, our refined analysis characterizes precisely when classes of distributions lead to a low values of personalized pricing. Finally, if desired, the bound can easily be further upper-bounded using Eq. (1) to avoid the Lambert-$W$ function, but at the cost of tightness.

**Single-Pricing Guarantee:** An alternative interpretation of Theorem 1 is that the reciprocal of the bound is a tight guarantee on the performance of single-pricing relative to idealized personalized-pricing. In other words, the single-pricing strategy is guaranteed to earn at least the given percentage of the idealized personalized pricing profits. This perspective, i.e., interpreting single-pricing as an approximation to idealized personalized pricing, is common in the approximation algorithm literature.

We plot this guarantee, i.e., the reciprocal of the bound in Theorem 1 in the right panel of Fig. 4. Perhaps surprisingly, the reciprocal appears convex as a function of $D$. We prove this formally in Lemma 4 and leverage this observation later in Section 4.2.

**Lemma 4 (Convexity of the Single-Pricing Guarantee).** For any $S, M, and D$, let $\alpha(S, M, D)$ denote the reciprocal of the bound on the value of personalized pricing in Theorem 1. Then $\alpha(S, M, D)$ is a convex function in $D$. 
Tight Distributions: Like Lemma 2, Theorem 1 is a tight bound. The distribution which achieves the bound depends on the regime but is not unique. See Fig. 5 for typical examples and Lemma 11 in the appendix for explicit formulas. In all three regimes, a worst-case distribution can be constructed from a mixture of a two-point distribution and truncated Pareto distributions; what differs between the regimes is the placement and sizes of these components. We show in the course of proving Theorem 1 that any price along the truncated Pareto section is an optimal price for the single-pricing strategy. These results generalize a folklore result from the auction literature that the Pareto distribution represents the worst-case valuation distribution (where $S$ and $D$ are unrestricted).

Although the forms of the tight distributions differ by regime and are not unique, it is instructive to consider a class of them as a function of $D$ and, in particular, study how they evolve as $D$ increases with all other parameters are fixed. We focus on $c = 0$ and $\mu = 1$ as in Fig. 5.

- When $D = 0$, the bound of Theorem 1 is 1 and the unique tight distribution is a point-mass on $\mu$. For $D > 0$ but small, this point mass stretches into two Pareto curves
above and below the mean. Every point along the Pareto curve below the mean is an optimal point at which to price, whereas no point along the Pareto curve above the mean is optimal (cf. Fig. 5a).

• As \( D \) grows towards \( \delta_L \), the Pareto curve above the mean rises to meet the curve below the mean. They join when \( D = \delta_L \) as illustrated in Fig. 5b. Every point along the resulting single curve is an optimal price, and we recover the tight distribution of Lemma 2. This point is the transition between the low and medium regimes, and yields the greatest value of personalized pricing.

• As \( D \) grows past \( \delta_L \), boundary effects force mass to begin to pool at zero, and the single Pareto curve begins to shrink with the left most end point tending away from 0 and back towards \( \mu \). Again, every point along the Pareto curve is an optimal point at which to price (cf. Fig. 5c).

• When \( D = \delta_M \), all mass below \( \mu \) is contained in a point mass on 0. The Pareto curve extends from \( \mu \) to \( \mu S \), and pricing at any point along it is optimal (cf. Fig. 5d).

• As \( D \) grows past \( \delta_M \), boundary effects intensify and force mass to pool on both zero and \( \mu S \). Past \( \mu \) is an increasingly short, flat Pareto curve, along which every point is optimal (cf. Fig. 5e).

• Finally, the distribution converges to a two-point distribution on 0 and \( \mu v_{\text{max}} \) as illustrated in Fig. 5f.

Asymptotics Finally, from a theoretical point of view, one might seek to characterize the value of personalized pricing as \( D \) approaches its extreme values \( D \to 0 \) or \( D \to \delta_H \). In particular, we will see in Section 4.2 that the first limit also provides insight into the performance of certain third-degree price discrimination tactics. These limits are below:

**Corollary 1 (Asymptotic Behavior).** For any \( S, M, D \), let \( 1/\alpha(D, M, S) \) denote the bound from Theorem 1. Then,

1. As \( D \to 0 \),
   \[
   \frac{1}{\alpha(S, M, D)} = 1 + \sqrt{\frac{2D}{M}} + O \left( \frac{D}{M} \right).
   \]

2. As \( D \to \delta_H \),
   \[
   \frac{1}{\alpha(S, M, D)} = 1 + \sqrt{\frac{2(S+M)-1}{M}} \cdot \sqrt{\frac{\delta_H - D}{M}} + O \left( \frac{\delta_H - D}{M} \right).
   \]

In both cases, \( \frac{1}{\alpha(S, M, D)} \) approaches its limit like the square root of the difference from the boundary.
3.2. Proof of Theorem 1

The proof of Theorem 1 treats each regime separately. Within each regime, we utilize the same basic technique as in Lemma 2. To that end, we first establish two integral representations of $D$ in terms of $F(x)$.

**Lemma 5 (Integral Representations of $D$).** For any $F$ with scale $S$ and margin $M$, the coefficient of deviation $D$ satisfies

$$D = \int_M^{S+M-1} F(\mu x + c) \, dx = \int_0^M 1 - F(\mu x + c) \, dx. \quad (10)$$

We now prove Theorem 1. For simplicity, we first consider the special case when $c = 0$ and $\mu = 1$. In this setting $R_{PP} = \mu = 1$ and $M = 1$. We follow the general technique of Lemma 2. Starting with the second identity of Lemma 5,

$$D = \int_0^1 1 - F(x) \, dx \geq \int_0^{R_{SP} / R_{PP}} 0 \, dx + \int_1^{R_{SP} / R_{PP}} 1 - \frac{R_{SP}}{R_{PP}} \, dx, \quad (11)$$

where we have pointwise upper bounded $F(x)$ by 1 for $x \in [0, \frac{R_{SP}}{R_{PP}}]$ and used the Pricing Inequality for $x \in [\frac{R_{SP}}{R_{PP}}, 1]$. Evaluating the integrals yields,

$$D \geq \left(1 - \frac{R_{SP}}{R_{PP}}\right) + \frac{R_{SP}}{R_{PP}} \log \left(\frac{R_{SP}}{R_{PP}}\right). \quad (12)$$

We next use properties of $W_{-1}(\cdot)$ to rewrite the inequality. For brevity, let $\alpha = \frac{R_{SP}}{R_{PP}}$. Then,

$$D \geq 1 - \alpha + \alpha \log(\alpha) \iff D - 1 \geq \alpha(\log(\alpha) - 1)$$

$$\iff \frac{D - 1}{e} \geq e^{\log(\alpha)-1}(\log(\alpha) - 1) \quad \text{(using } \alpha = e \cdot e^{\log(\alpha)-1}).$$

Since $D \in [0, 1]$, the right hand side is between $-1/e$ and $0$. Applying $W_{-1}(\cdot)$ to both sides (and recalling this function is non-increasing) yields

$$W_{-1}\left(\frac{D - 1}{e}\right) \leq \log(\alpha) - 1 \iff e \cdot e^{W_{-1}\left(\frac{D - 1}{e}\right)} \leq \alpha \iff \frac{W_{-1}\left(\frac{D - 1}{e}\right)}{D - 1} \geq \frac{1}{\alpha} \quad (13)$$

$$\iff \frac{R_{PP}}{R_{SP}} \leq \frac{W_{-1}\left(\frac{D - 1}{e}\right)}{D - 1}, \quad (14)$$

where the penultimate implication follows from the definition of $W_{-1}(\cdot)$, and the last line follows from the definition of $\alpha$. We stress Eq. (14) holds for all $D$ and coincides with the Low Heterogeneity bound when $c = 0, \mu = 1$. 


Similarly, we can bound the ccdf in the first identity in Lemma 5 to yield an alternate bound. Specifically,

\[ D = \int_{1}^{S} F(x) dx \leq \int_{1}^{S} \frac{R_{SP}}{R_{PP}} \frac{dx}{x} = \frac{R_{SP}}{R_{PP}} \log(S). \]

Rearranging yields,

\[ \frac{R_{PP}}{R_{SP}} \leq \frac{\log(S)}{D}. \]

Again, we stress Eq. (15) holds for all \( D \) and coincides with the Medium Heterogeneity bound.

The High Heterogeneity bound can be derived similarly, using a different bounding of the ccdf which is tighter when \( D \) is large. We defer the details to the appendix and only state the result in Lemma 6 below.

**Lemma 6 (High Heterogeneity Bound when \( c = 0 \) and \( \mu = 1 \)).** If \( D > \delta_M \), then,

\[ \frac{R_{PP}}{R_{SP}} \leq -W_{-1} \left( \frac{-1}{eS(1-D)} \right). \]

(16)

To summarize, when \( c = 0 \), Eqs. (14) and (15) hold for all \( 0 \leq D \leq \delta_H \) and Eq. (16) holds for all \( \delta_M \leq D \leq \delta_H \). These results are sufficient to prove that the bounds from the theorem are valid. For completeness, however, the next lemma further proves that in each regime, the bound for that regime is the strongest of the applicable bounds.

**Lemma 7 (Strongest Bound by Regime).**

a) The function

\[ D \mapsto -W_{-1} \left( \frac{-1}{e} \frac{D}{1-D} \right) \]

is negative for \( D \in (0, \delta_L) \), is positive for \( D \in (\delta_L, \delta_H) \), and has a unique root at \( D = \delta_L \).

b) The function

\[ D \mapsto \frac{\log(S)}{D} + W_{-1} \left( \frac{-1}{eS(1-D)} \right) \]

has a unique root at \( D = \delta_M \) and is non-negative for all \( D \in [0, \delta_H] \).

A consequence of Lemma 7 is

- When \( D \in [0, \delta_L] \), Eq. (14) dominates Eq. (15).
- When \( D \in (\delta_L, \delta_M] \), Eq. (15) dominates Eq. (14).
- When \( D \in (\delta_M, \delta_H] \), Eq. (16) dominates Eqs. (14) and (15).
This concludes the proof that the bounds are valid when $c = 0$ and $\mu = 1$.

For a general $c > 0$ and $\mu > 0$, we transform the problem to one in which $c = 0$ and $\mu = 1$ using Lemma 1 and apply the results from Eqs. (14) to (16) using the new $S_c$, $M_c$ and $D_c$. Note, the coefficient of deviation $D_c$ of $F_c$ (as defined in Lemma 1) is related to $D$ by $D_c = D/M$. Simplifying proves that the bounds are valid for general $c$ and $\mu$.

It only remains to establish that the bounds are tight. We use the same technique as in Lemma 2. Namely, in each regime, given $S$, $M$, $D$, and $\mu$, we construct a ccdf that makes all pointwise bounds on the ccdf simultaneously. A difference from Lemma 2 is that the integral representations of $D$ in the proof of Theorem 1 do not determine $F$ over its whole domain $[0, S\mu]$; they only span $[0, \mu]$, or $[\mu, S]$ depending on the regime. This introduces some freedom in constructing the ccdf on the remaining segment and causes the tight distributions to be non-unique. Nonetheless, since these constructions follow the proof of Lemma 2 closely, we defer the details to Lemma 11 in the appendix for brevity. □

4. From Third-Degree to First-Degree Price Discrimination

As mentioned in the introduction, idealized personalized pricing is a strategy that hinges on two assumptions: 1) the firm can charge potentially distinct prices to every customer and 2) the firm is omniscient. In this section, we analyze how each of these assumptions contributes to the value of personalized pricing. In particular, we compute the value of personalized pricing over $k$-market segmentation and feature-based pricing. We then use both of these results to bound the value of personalized pricing over feature-based market segmentation. Our bounds yield insight into how these strategies “converge” to idealized personalized pricing as $k \to \infty$ or predictive accuracy increases. Said another way, they quantify both the value of the operational capability to charge a continuum of prices and the value of additional predictive accuracy.

4.1. Market Segmentation

In the section, we study the value of personalized pricing over $k$-market segmentation. From a practical point of view, $k$-market segmentation approximates settings in which the monopolist’s ability to predict customer valuations is good, but her ability to charge different prices to different customers is limited. For instance, the monopolist may be constrained to only offer 10%, 20%, or 30%-off coupons (rather than a continuum of prices), but can identify the valuation of a customer accurately enough to place them in one of these buckets.
From a theoretical point of view, $\frac{R_{PP}}{R_{kP}}$ quantifies the benefit of an operational capability—the ability to offer a continuum of prices rather than a finite set. Intuitively, $\frac{R_{PP}}{R_{kP}} \to 1$ as $k \to \infty$. We will be most interested in the rate at which this convergence occurs. Intuitively, this rate characterizes how many segments one must use to guarantee a given percentage of idealized personalized pricing profits.

We first establish a simple lemma on the structure of the optimal segmentation.

**Lemma 8 (Structure of Optimal Segmentation).** There exists an optimal segmentation $s_0, \ldots, s_{k+1}$ and pricing $p_1, \ldots, p_k$ for $R_{kP}$ such that $s_i = p_i$ for $i = 1, \ldots, k$.

**Proof.** If $s_i < p_i$, then increasing $s_i$ to $p_i$ does not affect revenue in segment $[s_i, s_{i+1})$ and can only increase revenue in segment $[s_{i-1}, s_i)$. □

Using this simple observation, we can explicitly compute the value of personalized pricing over $k$-market segmentation for uniform random variables.

**Lemma 9 ($k$-Market Segmentation and Uniform Valuations).** Let $V \sim F$ be a uniform random variable supported on $[0, t]$. Then, $\frac{R_{PP}(F,0)}{R_{kP}(F,0)} = 1 + \frac{1}{k}$.

The first part of Theorem 2 below proves that in the worst-case, $\frac{R_{PP}}{R_{kP}}$ is also $1 + \tilde{O}\left(\frac{1}{k}\right)$ which matches the uniform case (up to logarithmic factors). The second part shows that with a mild assumption on $F$, i.e., its support is well-separated from $c$, we can additionally drop these logarithmic factors. Thus, in light of Lemma 9 the worst-case rate of convergence of Theorem 2 is essentially tight.

**Theorem 2 (Idealized Personalized Pricing vs. $k$-Market Segmentation).**

For any valuation distribution $F$ with scale $S$ and margin $M$, and for any $k \in \mathbb{N}$,

a) If $F$ has coefficient of deviation $D$, then

$$\frac{R_{PP}(F,c)}{R_{kP}(F,c)} \leq 1 + \frac{1}{k} \log \left(\frac{S+M-1}{M} \left(1 + \frac{D}{M} (k+1)\right)\right) = 1 + \tilde{O}\left(\frac{1}{k}\right).$$

b) If there is some $\delta > 0$ such that $\overline{F}(c + \delta (\mu - c)) = 1$, then

$$\frac{R_{PP}(F,c)}{R_{kP}(F,c)} \leq 1 + \frac{\log \left(\frac{S}{\delta}\right)}{k}.$$
Figure 6  Convergence of $\mathcal{R}_{PP}/\mathcal{R}_{kP} - 1$.

(a) Beta (b) Truncated Exponential (c) Truncated Normal

Note. Illustrates the decreasing benefit of idealized personalized pricing over optimally segmenting into $k$ groups for particular distributions (dotted lines), and our distribution-agnostic bound (solid line). Note the log-scales.

on the value of personalized pricing over single-pricing to bound the profit. As in Lemma 8, the first segment requires special treatment.

Interestingly, the dependence $1 + O\left(\frac{1}{k}\right)$ appears typical for many distributions. In Figure 6, we plot the exact ratio $\mathcal{R}_{PP}/\mathcal{R}_{kP} - 1$ for three different distributions, as well as our bound from Theorem 2 with $c = 0$ and $\delta = \frac{1}{\mu}$. Specifically, the first panel considers shifted Beta distributions, i.e., $V \sim \text{Beta}(\alpha, 3) + 1$ for $\alpha = 0.1, 1.325, 2.55, 3.775, 5.0$. The second panel considers truncated exponential distributions, i.e., $V \sim \max(\min(\text{Exp}(\alpha), 2), 1)$ for $\alpha = 0.5, 1.0, 1.5, 2.0$. Finally, the third panel considers truncated normal distributions, i.e., $V \sim \max(\min(\text{Norm}(1, \alpha), 2), 1)$, for $\alpha = 1, 2, 3, 4$. Note the log-scales.

In each case, the dependence on $k$ appears similar, and matches the dependence in Theorem 2. Intuitively, this behavior can be explained in the following way. As we segment into smaller pieces, any distribution with a continuous density appears locally uniform on each segment. Example 9 establishes that the convergence rate for a uniform matches Theorem 2 up to constant factors, suggesting that, at least for large $k$, the rate should also be approximately tight for many distributions.

Further, Theorem 2 can be used prescriptively to determine the number of segments necessary to guarantee a specific percentage of idealized personalized pricing profits. Namely, a monopolist seeking to guarantee $1 - \beta$-fraction of the idealized personalized pricing profits needs to use $k \geq (1/\beta - 1) \log(\frac{\delta}{\beta}) = O(1/\beta)$ by part (b) of Theorem 2. While this upper bound does not provide a tight analysis, Fig. 6 suggests the dependence on $k$ is approximately tight for small $\beta$, i.e, to halve the relative gap to idealized personalized pricing, one needs twice as many segments.
Finally, we note that when \( F \) is given and discretely supported on \( N \) points, the optimal \( k \)-market segmentation strategy can be efficiently computed via a simple dynamic programming algorithm. We defer the details to Appendix [B] and shall return to this observation in Section 4.3.

### 4.2. Feature-Based Pricing

In this section, we study the value of personalized pricing over feature-based pricing. From a practical point of view, feature-based pricing approximates a host of third-degree price discrimination strategies in common use. For example, student discounts are a form of feature-based pricing where \( X \) is a binary indicating that the customer is a student. More generally, in online retailing settings, sellers often have access to rich contextual information for each customer from her cookies, such as demographics, browsing history, etc., that can be used to personalize the offered price via a custom coupon.

Clearly, if one can perfectly predict \( V \) from \( X \), feature-based pricing is equivalent to idealized personalized pricing. Typically, however, \( X \) is not rich enough to predict \( V \) perfectly, entailing some loss in profits. Thus, from a theoretical point of view, \( \frac{R_{PP}}{R_{XP}} \) quantifies the benefits of additional information, i.e., the benefit of observing a richer set of features that enable perfect prediction. We will be most interested in the rate at which \( \frac{R_{PP}}{R_{XP}} \to 1 \) as the information in \( X \) increases. Loosely speaking, this rate describes the predictive accuracy needed from a model to guarantee a given percentage of idealized personalized pricing profits.

Formally, we assume that the seller has trained a prediction model using historical data such that for any realization of \( X \), the seller knows the conditional distribution \( V \mid X \sim F_{V \mid X} \). Let \( \mu(X) \equiv E[V \mid X] \), and define the residual \( \epsilon \) of the model by \( V = \mu(X) + \epsilon \). Note, by construction, \( E[\epsilon \mid X] = 0 \) almost surely.

As an example, suppose the valuations follow the well-known logit model, i.e., a customer’s valuation is a linear combination of that customer’s features, the offered price and an idiosyncratic error with a logistic distribution. For this model, the conditional distribution is known precisely, and

\[
P(V - c \geq p \mid X) = \frac{1}{1 + e^{-(\beta_0 + \beta^\top X)}}.
\]

Our assumption is that the seller has learned the coefficients \( \beta_0, \beta \).
A first, perhaps obvious, observation is that given \( X \), it is not optimal to price at \( E[V \mid X] \). To the contrary, one should price at the optimal price for the conditional distribution \( F_{V \mid X} \). This essentially proves Lemma 10.

**Lemma 10 (Relating Feature-Based Pricing and Single-Pricing).** For any joint distribution \( F_{XV} \), we have \( \mathcal{R}_{XP}(F_{XV}, c) = E[\mathcal{R}_{SP}(F_{V \mid X}, c)] \).

In Theorem 3, we use this observation in conjunction with our previous bounds on \( \mathcal{R}_{SP} \) to bound the value of idealized personalized pricing over feature-based pricing under mild assumptions on the form of the valuation distribution.

**Theorem 3 (Idealized Personalized Pricing vs. Feature-Based Pricing).** Suppose that \( V = E[V \mid X] + \epsilon \) where the residual \( \epsilon \) satisfies \( E[|\epsilon| \mid X] = E[|\epsilon|] \). Suppose further that there exists \( \delta \) with \( 0 < \delta < 1 \) such that \( \mu(X) \geq \frac{\epsilon}{1-\delta} \) almost surely. Then,

\[
\frac{\mathcal{R}_{PP}(F, c)}{\mathcal{R}_{XP}(F_{XV}, c)} \leq \frac{1}{\alpha(S, M, \frac{E[|\epsilon|]}{2\mu})},
\]

where \( \alpha(S, M, D) \) denotes the reciprocal of bound in Theorem 1 and \( \bar{S} = M(S-1)+\delta \).

**Proof.** We let \( F_{V \mid X} \) denote the conditional distribution of \( V \mid X \), with corresponding mean \( \mu(X) \), scale \( S(X) \), margin \( M(X) \), and coefficient of deviation \( D(X) \). By assumption, \( M(X) = 1 - \frac{\epsilon}{\mu(X)} \geq \delta \) almost surely, and

\[
D(X) = \frac{E[|V - \mu(X)| \mid X]}{2\mu(X)} = \frac{E[|\epsilon| \mid X]}{2\mu(X)} = \frac{E[|\epsilon|]}{2\mu(X)},
\]

where the last equality follows from the assumption on \( \epsilon \). From Lemma 10, we have that

\[
\mathcal{R}_{XP} = E[\mathcal{R}_{SP}(F_{V \mid X}, c)] \\
\geq E[\mathcal{R}_{PP}(F_{V \mid X}, c) \cdot \alpha(S(X), M(X), D(X))] \quad \text{(Theorem 1)} \\
= E\left[(\mu(X) - c) \cdot \alpha\left(\frac{S(X) + M(X) - 1}{M(X)}, 1, \frac{D(X)}{M(X)}\right)\right] \quad \text{(Lemma 1)} \\
= E\left[(\mu(X) - c) \cdot \alpha\left(\frac{S(X) + M(X) - 1}{M(X)}, 1, \frac{E[|\epsilon|]}{2(\mu(X) - c)}\right)\right] \\
\geq E\left[(\mu(X) - c) \cdot \alpha\left(\frac{S + \delta - 1}{\delta}, 1, \frac{E[|\epsilon|]}{2(\mu(X) - c)}\right)\right]. \quad (17)
\]

The last inequality follows because \( \alpha(S, M, D) \) is non-increasing in \( S \), \( S(X) \leq S \), and the function \( M \mapsto \frac{S + M - 1}{M} \) is decreasing in \( M \) for \( S > 1 \). Since \( M(X) \geq \delta \), the bound follows.
By Lemma 4, \( D \mapsto \alpha(S + \delta^{-1}, 1, D) \) is convex. Hence, we claim that \( y \mapsto y\alpha\left(\frac{S + \delta^{-1}}{\delta}, 1, \frac{E[|\epsilon|]}{2y}\right) \) is also convex whenever \( y \geq 0 \). Indeed, the second derivative of this function is

\[
\left(\frac{E[|\epsilon|]}{2}\right)^2 \cdot \frac{\partial^2}{\partial D^2} \alpha\left(\frac{S + \delta^{-1}}{\delta}, 1, \frac{E[|\epsilon|]}{2y}\right)
\]

which is non-negative since \( \frac{\partial^2}{\partial D^2} \alpha(S + \delta^{-1}, 1, D) \geq 0 \) for all \( D \). Letting \( y \to \mu(X) - c \), we recognize that the right-hand side of Eq. (17) is an expectation of a convex function of \( \mu(X) - c \), and hence, by Jensen’s inequality,

\[
R_{XP} \geq (\mu - c) \cdot \alpha\left(\frac{S + \delta - 1}{\delta}, 1, \frac{E[|\epsilon|]}{2(\mu - c)}\right) = (\mu - c)\alpha\left(\frac{M(S - 1) + \delta}{\delta}, M, \frac{E[|\epsilon|]}{2\mu}\right),
\]

where the equality follows from Lemma 1. This proves the result.

Interestingly, when the coefficient of deviation of \( V \) is in the ‘low heterogeneity’ regime, the bound in Theorem 3 has same form as the one in Theorem 1 except that the MAD of \( V \) is replaced by the MAD of the residual noise. (The scale does not appear in either bound.) This implies that the value of additional feature information in this regime can be directly measured by how much the residual MAD is reduced.

We consider the assumption in Theorem 3 that \( E[|\epsilon| \mid X] = E[|\epsilon|] \) to be quite mild. This assumption underlies many predictive models used in practice, including the logit model described above. Indeed, for the logit model, \( \epsilon \) is a (centered) logistic random variable, independent of \( X \), so the above assumption holds directly. Similar remarks hold for other regression-based models with independent errors.

Similarly, we also consider assumption that \( \mu(X) \geq -\frac{c}{1 - \delta} \) almost surely to be mild. It holds, e.g., whenever \( \overline{F}(c + \delta(\mu - c)) = 1 \), i.e., the effective support of \( V \) is well-separated from \( c \), mirroring Theorem 2. We stress that when \( D \) is in the low-heterogeneity regime, \( \alpha(S, M, D) \) does not depend on \( S \). Thus, even if \( \delta \) is very small (causing \( S \) to be very large), the above bound is unaffected.

Intuitively, one can think of \( \epsilon \) as the residual in the non-parametric regression \( V = \mu(X) + \epsilon \). If \( X \) is very informative for \( V \), we expect \( \epsilon \), and hence, \( \frac{E[|\epsilon|]}{2\mu} \) to be small. As we acquire more features, \( E[|\epsilon|] \to 0 \) and valuations can be predicted more accurately from these features. Simultaneously, the value of personalized pricing over feature-based pricing tends to 1. In sum, Theorem 3 provides a simple formula for benchmarking the quality of a predictive model for pricing and understanding the benefit of additional features.
We next provide numerical experiments to demonstrate that the bound in Theorem 3 is reasonably accurate in terms of magnitude and shape, as a function of the coefficient of deviation of the residual $\epsilon$. Specifically, we generate valuations according to the model 

$$ V = 10 + \sum_{i=1}^{10} X_i + \epsilon $$

where each $X_i \sim N(0,1)$, and $\epsilon$ is either a (centered) Logistic, Gumbel, or (shifted) Exponential distribution with standard deviation of 1 and mean zero.

In our experiment, we suppose the seller only knows the first $k$ features, and thus $\mu(X_1, \ldots, X_k) = 10 + \sum_{i=1}^{k} X_i$. The corresponding error term, $\epsilon_k$, has distribution of $X_{k+1} + \ldots + X_{10} + \epsilon$. In Fig. [7], we plot the actual value of personalized pricing as a function of the number of features available to the seller and the bound from Theorem 3. Observe the bound is quite illustrative in both magnitude and shape.

![Figure 7 Convergence of $R_{PP}/R_{XP}$.](image)

(a) Logistic Noise  \hspace{1cm} (b) Gumbel Noise  \hspace{1cm} (c) Exponential Noise

Note. Illustrates the decreasing benefit of idealized personalized pricing over feature-based pricing as the number of incorporated model features increases. The numbers above the curve denote the scaled MAD of the unexplained noise, $\frac{E[|\epsilon|]}{2\mu}$, for every other $k$.

Finally, Theorem 3 can be used prescriptively to determine the accuracy of a predictive model needed to guarantee a given percentage of idealized personalized-pricing profits. In particular, if a monopolist seeks $(1 - \beta)$-fraction of the idealized personalized pricing profits, it suffices to construct a predictive model with enough features so that $\alpha(S, M, \frac{E[|\epsilon|]}{2\mu}) \geq 1 - \beta$. By Corollary 1 for small $\beta$, this amounts to $\frac{E[|\epsilon|]}{2\mu} < \frac{\beta^2}{2(1-\beta)^2} = O(\beta^2)$. Although this analysis is based on an upper-bound, Fig. 7 suggests the general dependence on $E[|\epsilon|]$ is correct, i.e., to halve the gap (between $R_{PP}$ and $R_{XP}$), one needs 4 times the predictive accuracy for small $\beta$. 
4.3. Feature-Based Market Segmentation

In this section, we study the value of personalized pricing over feature-based market segmentation. Feature-based market segmentation closely resembles real-world data-driven personalization strategies where sellers are both constrained by the number of the prices they can offer, and must predict customer valuations from data. In this way, feature-based market segmentation synthesizes the two previous models of personalized pricing discussed in this section. Formally, feature-based market segmentation is equivalent to feature-based pricing with the restriction that the seller can offer only $k$ distinct prices. As in the previous section, we assume the seller has learned the conditional distribution $F_{V|X}$ from data, and we let $\mu(X) = E[V | X]$ and define the residual $\epsilon$ by $V = \mu(X) + \epsilon$.

We bound the value of personalized pricing over feature-based market segmentation by separately considering the loss from limited price flexibility and the loss from the prediction error in the valuation model. We measure loss as the difference in profit between a personalized pricing strategy (($kP$), ($XP$), or ($kXP$)) and idealized personalized pricing. The following theorem states that one can bound the loss of feature-based market segmentation by the loss of two more powerful strategies: feature-based pricing, and $k$-market segmentation on a noiseless market.

**Theorem 4 (Idealized Personalized Pricing vs. Feature-Based Market Segmentation).**

As above, let $V = \mu(X) + \epsilon$, and suppose $X$ and $\epsilon$ are independent. Then

$$\frac{R_{PP}(F, c) - R_{kXP}(F_{XX}, c)}{\text{Loss of kXP}} \leq \frac{R_{PP}(F, c) - R_{kP}(F_{\mu(X)}, c)}{\text{Loss of kP on noiseless market}} + \frac{R_{PP}(F, c) - R_{XP}(F_{XX}, c)}{\text{Loss of XP}}.$$  

If $R_{kP}(F_{\mu(X)}) + R_{XP}(F_{XX}, c) > R_{PP}(F, c)$, this implies

$$\frac{R_{PP}(F, c)}{R_{kXP}(F_{XX}, c)} \leq \frac{R_{PP}(F, c)}{R_{kP}(F_{\mu(X)}, c) + R_{XP}(F_{XX}, c) - R_{PP}(F, c)}.$$  

**Proof.** We shall prove that

$$R_{kP}(F_{\mu(X)}, c) - R_{kXP}(F_{XX}, c) \leq R_{PP}(F_{\mu(X)}, c) - R_{XP}(F_{XX}, c).$$  

(19)

Note that $R_{PP}(F_{\mu(X)}, c) = R_{PP}(F, c)$ so that Eq. (19) implies the two inequalities above by rearranging. In fact, we will prove that the portion of profits earned by each strategy for a fixed context $x \in X$ satisfies Eq. (19).
To that end, let \( \{s_i\}_{i=0}^{k} \in \mathbb{R}^{k+1} \) be an optimal \( k \)-market segmentation for \( R_{kP}(F_{\mu(x)}) \) of the form described in Lemma 8 where \( s_0 = c \) and \( s_{k+1} = \infty \). Partition the feature space, \( \mathcal{X}_i := \{x \in \mathcal{X} \mid \mu(x) \in [s_i, s_{i+1}]\} \) for \( i = 0, 1, \ldots, k \). Let \( p(\cdot) : \mathcal{X} \to \mathbb{R} \) denote the optimal pricing function for \( R_{XP}(F_{XV}, c) \). Finally, let \( x \in \mathcal{X}_i \) be some fixed realization of \( X \) for some \( i = 0, \ldots, k \).

When \( X = x \), the XP strategy earns

\[
x\text{-Contribution to XP} = (p(x) - c)\mathbb{P}\{\mu(x) + \epsilon \geq p(x)\},
\]

where we have used independence to drop the conditioning on \( X = x \).

Similarly, when \( X = x \), the kP strategy earns

\[
x\text{-Contribution to kP} = (s_i - c)
\]
on \( F_{\mu(x)} \), since by Lemma 8 all customers in the segment buy at price \( s_i \).

Next, we lower bound the \( x\text{-Contribution to kXP} \) by considering a feasible feature-based segmentation strategy. Let \( x_i \in \arg \min_{x \in \mathcal{X}_i} \mu(x) \), and consider offering price \( p(x_i) \) to every customer in \( \mathcal{X}_i \). When \( X = x \), this strategy earns at most

\[
(p(x_i) - c)\mathbb{P}\{\mu(x) + \epsilon \geq p(x_i)\} \geq (p(x_i) - c)\mathbb{P}\{\mu(x_i) + \epsilon \geq p(x_i)\},
\]
since \( \mu(x) \geq \mu(x_i) \) for all \( x \in \mathcal{X}_i \). We again use independence to drop conditioning on \( X = x \). On the other hand, by Lemma 10, \( p(x_i) \) is the optimal single price when \( X = x_i \), so that pricing at \( p(x) + \mu(x_i) - \mu(x) \) must earn less profit, i.e.,

\[
(p(x_i) - c)\mathbb{P}\{\mu(x_i) + \epsilon \geq p(x_i)\} \geq (p(x) + \mu(x_i) - \mu(x) - c)\mathbb{P}\{\mu(x_i) + \epsilon \geq p(x) + \mu(x_i) - \mu(x)\}
\]

\[
= (p(x) + \mu(x_i) - \mu(x) - c)\mathbb{P}\{\mu(x) + \epsilon \geq p(x)\},
\]

where now we use independence to drop the conditioning \( X = x_i \) throughout. Combining these two inequalities shows

\[
x\text{-Contribution to kXP} \geq (p(x) + \mu(x_i) - \mu(x) - c)\mathbb{P}\{\mu(x) + \epsilon \geq p(x)\}.
\]

Now combine these contributions as in Eq. (19),

\[
x\text{-Contribution to XP} + x\text{-Contribution to kP} - x\text{-Contribution to kXP}
\]

\[
\leq (s_i - c) + (\mu(x) - \mu(x_i))\mathbb{P}\{\mu(x) + \epsilon \geq p(x)\}
\]

\[
\leq (s_i - c) + (\mu(x) - \mu(x_i))
\]

\[
\leq \mu(x) - c,
\]
where the last line follows because $\mu(x_i) \in [s_i, s_{i+1})$. Recall $x$ was chosen arbitrarily. Averaging this inequality over realizations of $X$ yields Eq. (19) to complete the proof. □

Unlike Theorem 3, Theorem 4 requires that $\epsilon$ is independent of $X$. This is a stronger assumption, but, as discussed previously, is satisfied by many common valuation models, such as the logit model.

We emphasize that Theorem 4 is tight when the firm can offer an infinite number of prices, or when the prediction error of the valuation model vanishes. To see this note that for any market $F$, when a firm has infinite price flexibility

$$
\lim_{k \to \infty} R_{kP}(F_X V, c) = R_{XP}(F_X c),
$$

and

$$
\lim_{k \to \infty} R_{kP}(F_{\mu(X)}, c) = R_{PP}(F, c) = R_{P}(F, c).
$$

When the firm’s valuation model has perfect prediction accuracy, i.e. $\epsilon \sim 0$, $R_{kP}(F_X V, c) = R_{kP}(F_{\mu(X)})$ and $R_{XP}(F_X c) = R_{PP}(F, c)$. In general, Theorem 4 forms a theoretical framework through which a firm can analyze the performance of personalized pricing strategies. In particular, the bound neatly decouples the profit loss from limited price flexibility, through analyzing (kP) strategies on the noiseless market $F_{\mu(X)}$, and the prediction error through analyzing (XP) strategy.

Operationally, a monopolist may use Theorem 4 to guide the tuning of personalized pricing strategies. Consider a firm that learns a valuation model $\mu(\cdot)$ from customer data. Suppose $\mu(X)$ is supported on $n$ points (one can imagine that $\mu(\cdot)$ is trained on $n$ sampled data points), then the optimal (kP) pricing strategy on the noiseless market $F_{\mu(X)}$ can be computed in time $O(kn^2)$ by dynamic programming, using the algorithm in Appendix B. Thus $R_{kP}(F_{\mu(X)})$ can be computed exactly by a firm after training the model. Since valuations are not observable, the distribution of $\epsilon$ is not obtainable. Instead, we can use the basic statistics of $\epsilon$ (typically given as output after training the prediction model) and then bound $R_{XP}$ using Theorem 3 and Theorem 1. With an exact computation of $R_{kP}(F_{\mu(X)})$ and a bound on $R_{XP}$, the firm can apply Theorem 4 to study the performance of the feature-based market segmentation strategy. This allows the seller to reason about where exactly the inefficiency is arising, and decide whether to increase the number of prices/segments, or invest in additional data gathering to reduce the prediction error, or both.

Finally, we note that the proof Theorem 4 is constructive, and implies a heuristic for setting feature-based market segmentation strategies: compute the optimal $k$-market segmentation $\{s_i\}_{i=1}^{k+1}$ for the noiseless market $F_{\mu(X)}$, use it to generate the segments $X_i$, then
perform price experimentation to learn the prices that maximize $p_i \Pr(s_i + \epsilon \geq p_i)$, and offer that price on each segment. While both the partition into segments $\{X_i\}_{i=1}^k$, and the prices offered on each segment $\{p_i\}_{i=1}^k$ may be sub-optimal, such a strategy is guaranteed to earn more than $R_{XP}(F_{XV}, c) + R_{kP}(F_{\mu(X)}, c) - R_{PP}(F, c)$ by Theorem 4.

5. Conclusions
Increasingly rich consumer profiles and choice models enable retailers to personalize to consumers at finer and finer levels. However, building such tools comes at an investment cost in the form of technology, data scientists, marketing, etc. Motivated by this trade-off, we provide a framework to quantify the benefits of personalized pricing in terms of the features of the underlying market. In particular, we exactly characterized the value of personalized pricing over posting a single price for all customers in terms of the scale, coefficient of deviation, and margin of the valuation distribution in closed-form.

Using our closed-form bound, we are also able to bound the value of personalized pricing over certain third-degree price discrimination tactics that more closely mirror current practice. Specifically, we first provide an order optimal bound on the value of personalized pricing over $k$-market segmentation. Intuitively, this bound quantifies the benefit of the operational ability to set a continuum of prices rather than $k$ fixed prices. We then provide a bound on the value of personalized pricing over feature-based pricing strategies. Intuitively, this second bound quantifies the benefit of obtaining additional market information or improving one’s predictive model. Finally we leveraged these two bounds to study the performance of feature based market segmentation, a strategy which closely models popular, data-driven personalized pricing strategies.

Overall, we believe that our results provide a rigorous foundation for analyzing pricing strategies in the context of personalization. Our results can be used both by researchers attempting to design algorithms for personalized pricing, as well as by managers seeking to implement or improve their pricing strategies.

References


Tuttle, Brad. 2013. Flight prices to get personal? airfares could vary depending on who is traveling. *Time* [URL](http://business.time.com/2013/03/05/flight-prices-to-get-personal-airfares-could-vary-depending-on-who-is-traveling/)


various random variables of deviation, it suffices to consider two-point distributions. That is, both $\delta F$ and $\delta R$ have the same coefficient of deviation. Thus, to find a distribution with maximal coefficient of deviation, it suffices to consider two-point distributions. This completes the proof. □

A.2. Omitted Proofs from Section 3

Proof of Lemma 3. We compute such a distribution explicitly via the following optimization problem:

$$
\max_{p \geq 0} \left\{ \left[ \frac{S}{E[V]} \right] \left| \begin{array}{c}
V = \{ E[V] \leq \mu \} \\
E[V] = \mu
\end{array} \right. \right\}
$$

By construction, $E[V] = E[V] = 1$. Furthermore,

$$
E[V] = \frac{(1 - E[V] < \mu \leq 1) \Pr(V < 1) + E[V] > 1 \Pr(V > 1)}{(1 - E[V] < \mu \leq 1) \Pr(V < 1) + E[V] > 1 \Pr(V > 1)}\left[1 - \frac{E[V] = 1}{E[V] = \mu}\right].
$$

Proof of Lemma 1. We first prove that $D \leq \delta$ and that there exists an $H$ whose coefficient of deviation is exactly $\delta D$. For this end, consider an arbitrary random variable $V$, and define the new random variable $V = S$ by

$$
S = \max \left\{ \mu - E[V] \left| \begin{array}{c}
\text{such that } D \leq \delta, \text{ and that there exists an } H \\
\text{whose coefficient of deviation is exactly } \delta D
\end{array} \right. \right\}
$$

We then prove the A.1. Omitted Proofs from Section 3

A.1. Omitted Proofs from Section 3

Proof of Lemma 1. First note the profit from personalized pricing under valuation distribution $F$ is $R_{v}(F) = \min\{V - c \mid 0 \leq V \leq 0\} = 0$. Hence, it suffices to show that $R_{v}(F) \geq 0$. We first prove the last statement of the theorem, note that $\mu = E[S] - C(V) = 1 - C(V)$, and under $V < 1$ and under $V < 1$, $R_{v}(F) = E[S] - C(V) = 0$. Hence, it suffices to show that

$$
R_{v}(F) = \max \{\mu - c \mid 0 \leq V \leq 0\} = \max \{\mu - c \mid 0 \leq V \leq 0\} = \max \{\mu - c \mid 0 \leq V \leq 0\} = \max \{\mu - c \mid 0 \leq V \leq 0\}
$$

(Making the substitution $\mu = \frac{1}{1 - 1} + 1 - \theta (y - 1)$)

Appendix A: Omitted Proofs
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where the objective is the coefficient of deviation of a distribution with mass \( q \) at \( x < 1 \) and mass \( 1 - q \) at \( y > 1 \). The constraint ensures that the mean is 1. In particular, this constraint implies \( q = \frac{s-1}{y-1} \) for any feasible solution, whereby the objective simplifies to \( \frac{(1-x)(2y-1)}{y-x} \). This function is decreasing in \( x \), whereby the optimal solution is \( x^* = 0, y^* = S \) and \( q^* = \frac{s-1}{S} \) with optimal value \( \frac{s-1}{s} \). Note \( \frac{s-1}{s} = \delta_L \) since \( M = 1 \).

Next we show \( 0 \leq \delta_L \leq \delta_M \leq \delta_H \). Notice that \( \delta_L = \frac{\log(S)}{\log(-1)} \) is the ratio of two positive terms. Thus, it is positive. To show \( \delta_L \leq \delta_M \), note that, since \( S \geq 1 \),

\[
1 + \log(S) \geq 1 = \frac{e^{1+\log(S)}}{eS},
\]

which, after rearranging, implies

\[
-(1 + \log(S)) e^{-1+\log(S)} \leq -\frac{1}{eS}.
\]

Applying \( W_{-1}(\cdot) \) to both sides and noting this function is decreasing shows

\[
-(1 + \log(S)) \geq W_{-1} \left( -\frac{1}{eS} \right),
\]

which implies

\[
\delta_L = \frac{\log(S)}{W_{-1} \left( -\frac{1}{eS} \right)} \leq \frac{\log(S)}{1 + \log(S)} = \delta_M,
\]

as was to be shown.

To show \( \delta_M \leq \delta_H \), observe that since \( S \geq 1, 0 \leq \log(S) \leq S - 1 \), which implies that

\[
\delta_M = \frac{\log(S)}{1 + \log(S)} \leq \frac{S - 1}{1 + (S - 1)} = \delta_H,
\]

since \( x \mapsto \frac{x}{1+x} \) is an increasing function for \( x \geq 0 \). This completes the proof in the case \( c = 0 \) and \( \mu = 1 \).

For general \( c > 0 \) and \( \mu > 0 \), first apply Lemma A to obtain an instance with zero cost and unit mean with corresponding parameters \( D_c, S_c, \) and \( M_c \). From the previous arguments, we have that \( 0 \leq D_c \leq \frac{2s-1}{s_c} \) and \( 0 \leq \frac{\log(S_c)}{W_{-1}(\frac{1}{eS_c})} \leq \frac{\log(S)}{1+\log(S_c)} \leq \frac{s-1}{s_c} \). Transform back to the original parameters to prove the lemma, noting that \( D_c = \frac{D}{M} \) and \( S_c = \frac{S+M-1}{M} \).

Proof of Lemma 3 Let \( V \sim F \) and note,

\[
0 = E[V - \mu] = E[(V - \mu)^+] - E[(\mu - V)^+] \implies E[(V - \mu)^+] = E[(\mu - V)^+].
\]

Moreover, \( E[|V - \mu|] = E[(V - \mu)^+] + E[(\mu - V)^+] \), hence, combining with the above yields \( E[|V - \mu|] = 2E[(V - \mu)^+] = 2E[(\mu - V)^+] \). We use these two identities to re-express \( D \). From the first equality and the tail integral formula for expectation,

\[
D = \frac{1}{\mu} E[(V - \mu)^+] = \frac{1}{\mu} \int_0^\infty \Pr ((V - \mu)^+ \geq t) \, dt = \frac{1}{\mu} \int_0^{\mu(S-1)} \Pr (V \geq \mu + t) \, dt = \int_M^{s+m-1} F(\mu x + c) \, dx,
\]

where the last line follows from the change of variables \( \mu + t \rightarrow \mu x + c \). Similarly, using second equality and the tail integral formula for expectation,

\[
D = \frac{1}{\mu} E[(\mu - V)^+] = \frac{1}{\mu} \int_0^\infty \Pr ((\mu - V)^+ > t) \, dt = \frac{1}{\mu} \int_0^{\mu+c} \Pr (V \leq \mu - t) \, dt = \int_0^M F(\mu x + c) \, dx
\]

where the last line follows from the change of variables \( \mu - t \rightarrow \mu x + c \).
Proof of Lemma 6 We follow the same strategy as previous bounds. Note that when the coefficient of deviation is high, the probability that \( V \) is “close” to 1 is low, since \( \mu = 1 \). Formally, we claim that

\[
\Pr(V \geq t) \leq 1 - D \quad \forall t \in (1, S)
\]  

(20)

To prove the claim, note that \( D = E[(1-V)^+] \leq \Pr(V \leq 1) \), where the equality is Lemma 5 and the inequality uses \( (1-V)^+ \leq 1 \). Rearranging proves \( \Pr(V \geq 1) \leq 1 - D \), which in turn implies Eq. (20).

We use this inequality when pointwise bounding our integral representation. Specifically, for any \( 1 \leq t_0 \leq S \), we have

\[
D = \int_1^S \Pr(V > t) dt = \int_1^{t_0} \Pr(V > t) + \int_{t_0}^S \Pr(V > t) dt
\]

\[
\leq \int_1^{t_0} (1 - D) dt + \int_{t_0}^S \frac{R_{SP}}{R_{PP}} \frac{dt}{t}
\]

(21)

\[
= (t_0 - 1) (1 - D) + \frac{R_{SP}}{R_{PP}} \log \left( \frac{S}{t_0} \right)
\]

Minimizing over \( t_0 \) yields \( t_0 = \max \left\{ 1, \frac{R_{SP}}{R_{PP}} \frac{1}{1 - D} \right\} \). We next argue that \( D \geq \delta_m \) implies \( 1 \leq \frac{R_{SP}}{R_{PP}} \frac{1}{1 - D} \), so that the unique minimizer is \( t_0 = \frac{R_{SP}}{R_{PP}} \frac{1}{1 - D} \).

Recall by Eq. (15) \( \frac{R_{SP}}{R_{PP}} \leq \frac{\log(S)}{D} \) for all values of \( D \) and, in particular, we have that for \( D \in [\delta_m, \delta_H] \),

\[
\frac{R_{SP}}{R_{PP}} \leq \frac{\log(S)}{D} \leq \frac{\log(S)}{\delta_m} = 1 + \log(S).
\]

Further \( D \geq \delta_m = \frac{\log(S)}{1 + \log(S)} \) implies that \( 1 + \log(S) \leq \frac{1}{1 - D} \). Combining shows

\[
\frac{R_{SP}}{R_{PP}} \leq \frac{1}{1 - D} \iff 1 \leq \frac{R_{SP}}{R_{PP}} \frac{1}{1 - D},
\]

which confirms that \( t_0 = \frac{R_{SP}}{R_{PP}} \frac{1}{1 - D} \) is the unique minimizer.

Plugging this value \( t_0 = \frac{R_{SP}}{R_{PP}} \frac{1}{1 - D} \) into Eq. (21) yields:

\[
1 \leq \frac{R_{SP}}{R_{PP}} + \frac{R_{SP}}{R_{PP}} \log \left( \frac{S(1 - D)}{R_{SP}} \right)
\]

We next use properties of the Lambert-W function to simplify this equation. For notational convenience define \( \alpha = \frac{R_{SP}}{R_{PP}} \). Then,

\[
1 \leq \alpha + \alpha \log \left( \frac{S(1 - D)}{\alpha} \right) \iff 1 \leq \alpha (1 + \log(S(1 - D)) - \log(\alpha))
\]

\[
\iff -1 \geq \alpha (\log(\alpha) - \log(eS(1 - D)))
\]

Note \( \alpha = e^{\log(\alpha)} = e^{\log(\alpha) - \log(eS(1 - D))} \cdot e \cdot S(1 - D) \). Substituting above proves

\[
\frac{1}{eS(1 - D)} \geq e^{\log(\alpha) - \log(eS(1 - D))} (\log(\alpha) - \log(eS(1 - D)))
\]

The left hand side is between \(-1/e\) and 0 by inspection. The function \( W_{-1}(\cdot) \) is non-increasing on this range, so that applying \( W_{-1}(\cdot) \) to both sides yields

\[
W_{-1} \left( \frac{-1}{eS(1 - D)} \right) \leq \log(\alpha) - \log(eS(1 - D)) \iff \alpha \geq eS(1 - D) \cdot e^{W_{-1}(\frac{-1}{eS(1 - D)})}
\]

\[
\iff \frac{R_{PP}}{R_{SP}} \leq - \frac{1}{eS(1 - D)} e^{-W_{-1}(\frac{-1}{eS(1 - D)})}.
\]
Finally, from the definition of $W_{-1}$,

$$
\frac{-1}{eS(1-D)} = W_{-1}\left(\frac{-1}{eS(1-D)}\right) e^{W_{-1}\left(\frac{-1}{eS(1-D)}\right)},
$$

which we use to simplify the last inequality to obtain $\frac{R_{EP}}{R_{SP}} \leq -W_{-1}\left(\frac{-1}{eS(1-D)}\right)$.

**Proof of Lemma 7** First consider part a). Recalling that $-W_{-1}\left(-1/e\right) = 1$, we confirm directly that the given function is negative as $D \downarrow 0$ since it is continuous. Notice further that $-W_{-1}(\cdot)$ is an increasing function (c.f. Fig. 2), whereby $-W_{-1}\left(\frac{-1-D}{1-D}\right)$ is an increasing function, while $\log(S)/D$ is a decreasing function. It follows that the given function has a unique root, and it suffices to show this root is $\delta_L$ to complete the proof. To this end, write,

$$
-\frac{W_{-1}\left(-\frac{1-D}{1-D}\right)}{1-D} = \frac{\log(S)}{D} \iff W_{-1}\left(-\frac{1-D}{e}\right) = \log\left(S^{\frac{D-1}{D}}\right)
$$

$$
\iff -\frac{1-D}{e} = \log\left(S^{\frac{D-1}{D}}\right) \cdot \exp\left(\log\left(S^{\frac{D-1}{D}}\right)\right) \quad \text{(definition of Lambert-W)}
$$

$$
\iff -\frac{1}{eS} = S^{\frac{D-1}{S}} \cdot -\log\left(S\right) / D \quad \text{(simplifying)}
$$

$$
\iff -\frac{1}{eS} = \exp\left(-\frac{\log(S)}{D}\right) \cdot \frac{-\log(S)}{D} \quad \text{(using } S^{\frac{D-1}{S}} = \exp\left(-\frac{\log(S)}{D}\right)\text{)}
$$

$$
\iff W_{-1}\left(-\frac{1}{eS}\right) = \frac{-\log(S)}{D} \quad \text{(Applying } W_{-1}(\cdot)\text{)}
$$

$$
\iff D = -\frac{\log(S)}{W_{-1}\left(-\frac{1}{eS}\right)} = \delta_L.
$$

This completes the proof of part a).

To prove part b), first observe that

$$
W_{-1}\left(-\frac{1}{eS(1-D)}\right) \geq -\frac{\log(S)}{D} \iff -\frac{1}{eS(1-D)} \leq -\frac{\log(S)}{D} \exp\left(-\frac{\log(S)}{D}\right),
$$

because the function $y \mapsto ye^y$ is the inverse of $W_{-1}(\cdot)$ and is non-increasing on the domain of $W_{-1}(\cdot)$, i.e., $[-1/e, 0)$. Simplifying the righthand inequality yields,

$$
-\frac{1}{e} \leq \log\left(S^{\frac{D-1}{D}}\right) \cdot S^{\frac{D-1}{D}}.
$$

Now make the substitution $\log\left(S^{\frac{D-1}{D}}\right) \rightarrow y$ so this last inequality is equivalent to $\frac{-1}{e} \leq ye^y$. One can confirm by differentiation that $y \mapsto ye^y$ has a unique minimizer at $y = -1$, and, thus, this last inequality holds for all $y$. This proves the function defined in part b) is nonnegative everywhere. Moreover, it has a root at $y = 1$ which corresponds to $\log\left(S^{\frac{D-1}{D}}\right) = -1$. Simplifying shows this condition is equivalent to $D = \log(S)/(1 + \log(S)) = \delta_M$, as was to be proven. □

We next explicitly describe the distributions which make Theorem 1 tight. By Lemma 11 it suffices to consider the case where $c = 0$ and $\mu = 1$. The general case can be handled by scaling and shifting the below tight distributions:

**Lemma 11 (Tight distributions).**
a) Suppose $D \in [0, \delta_L]$, and let $\alpha_L = \left( \frac{W - 1}{D - 1} \right)^{-1}$. Then, there is a random variable $V$ with ccdf

$$F_L(x) = \begin{cases} 
\frac{2x}{D} & \text{if } 0 \leq x < \alpha_L \\
\frac{D}{\log(S)} & \text{if } \alpha_L \leq x \leq 1 \\
0 & \text{if } 1 < x \leq S
\end{cases}$$

(Tight CCDF, Low Heterogeneity)

and this random variable has scale $S$, coefficient of deviation $D$, and mean 1 and satisfies Eq. (14) with equality.

b) Suppose $D \in [\delta_L, \delta_M]$, and let $\alpha_M = \frac{D}{\log(S)}$. Then, there is a random variable $V$ with ccdf

$$F_M(x) = \begin{cases} 
\frac{\alpha_M S^{1/2} - 1}{\alpha_M} & \text{if } x = 0, \\
\frac{\alpha_M S^{1/2}}{\alpha_M} & \text{if } x \in (0, e^{S^{1/2} - 1}) \\
\frac{\alpha_M}{x} & \text{if } x \in [e^{S^{1/2} - 1}, S] \\
0 & \text{otherwise,}
\end{cases}$$

(Tight CCDF, Medium Heterogeneity)

and this random variable has scale $S$, coefficient of deviation $D$, and mean 1 and satisfies Eq. (15) with equality.

c) Suppose $D \in [\delta_M, \delta_H]$, and let $\alpha_H := \left( \frac{-W - 1}{\epsilon S(1 - D)} \right)^{-1}$. Then, there is a random variable $V$ with ccdf

$$F_H(x) = \begin{cases} 
1 & \text{if } x = 0, \\
1 - D & \text{if } x \in (0, \frac{\alpha_H}{1 - D}) \\
\frac{\alpha_H}{x} & \text{if } x \in \left[ \frac{\alpha_H}{1 - D}, S \right] \\
0 & \text{otherwise,}
\end{cases}$$

(Tight CCDF, High Heterogeneity)

and this random variable has scale $S$, coefficient of deviation $D$, and mean 1 and satisfies Eq. (16) with equality.

Proof of Lemma 11. Intuitively, $F_L$, $F_M$, and $F_H$ each make all the pointwise bounds on the ccdf the integral representation of $D$ used in the proofs of Eqs. (14) to (16) tight, simultaneously. Thus, they will make the overall bound tight.

To prove the lemma formally, we will prove that $F_L$, $F_M$ and $F_H$ are valid ccdfs, each with mean 1, scale $S$, and coefficient of deviation $D$, and that $R_{SP}(F_L, 0) = \alpha_L$, $R_{SP}(F_M, 0) = \alpha_M$ and $R_{PP}(F_H, 0) = \alpha_H$, respectively. The lemma then follows directly from the definition of $\alpha_L$, $\alpha_M$ and $\alpha_H$ since $R_{PP}(F_L, 0) = R_{PP}(F_M, 0) = R_{PP}(F_H, 0) = \mu = 1$.

a) (Low Heterogeneity) Note that replacing $\alpha$ by $\alpha_L$ and the inequality by equality in Eq. (15) and then following the implications backwards proves that $\alpha_L$ satisfies

$$D = 1 - \alpha_L + \alpha_L \log(\alpha_L).$$

We next prove $F_L$ is a valid ccdf. By inspection, we need only prove $F_L$ is non-increasing, i.e., that $\alpha_L \geq D/\log(S) \iff 1/\alpha_L \leq \log(S)/D$. This inequality follows directly from Lemma 7 since $D \in [0, \delta_L]$, and the lefthand side is low-heterogeneity bound while the right side is the medium heterogeneity bound. This proves $F_L$ is valid.
Next, write
\[
\int_0^\infty \bar{F}_{L}(t)dt = \int_0^1 \bar{F}_{L}(x)dx + \int_1^S \bar{F}_{L}(x)dx = \alpha_L - \alpha_L \log(\alpha_L) + D = 1,
\]
where the last equality uses the identity proven above for \(\alpha_L\). Thus, \(\bar{F}_{L}\) has mean 1. By Lemma 5, its coefficient of deviation is
\[
\int_0^1 1 - \bar{F}_{L}(x)dx = \int_0^{\alpha_L} 0dx + \int_{\alpha_L}^1 1 - \frac{\alpha_L}{x} dx = 1 - \alpha_L + \alpha_L \log(\alpha_L) = D,
\]
again using the identity for \(\alpha_L\). By inspection, it has scale \(S\).

Finally, any price \(x \in [\alpha_L, 1]\) earns profit \(\alpha_L\), while any price \(x \in [0, \alpha_L)\) earns profit strictly less than \(\alpha_L\). Any price \(x \in (1, S]\) earns profit \(D/\log(S)\) which is at most \(\alpha_L\) as we noted when proving that \(\bar{F}_{L}\) is valid. Thus, \(R_{SP}(F_{L, 0}) = \alpha_L\), which proves that a random variable \(V\) with ccdf \(\bar{F}_{L}\) will satisfy Eq. (14) with equality.

b) (Medium Heterogeneity) To prove that \(\bar{F}_{M}\) is a valid ccdf, it suffices to show that \(eS^{1-\frac{1}{\alpha_M}}\leq S\), which is equivalent to \(1 \geq \frac{D}{\log(S)}\). Rewrite this last inequality as \(\frac{1}{\alpha_M} \leq 1\), and recall from Step 1 of the proof of Theorem 1, that \(\frac{1}{\alpha_M}\) is an upper bound on the value of personalization and, thus, must be at least 1.

Next, write
\[
\int_0^\infty \bar{F}_{M}(x)dx = \int_0^{eS^{1-\frac{1}{\alpha_M}}} \bar{F}_{M}(x)dx + \int_{eS^{1-\frac{1}{\alpha_M}}}^S \bar{F}_{M}(x)dx = \alpha_M + \alpha_M \log \left( \frac{S}{eS^{1-\frac{1}{\alpha_M}}} \right) = 1,
\]
where the last equality uses the definition of \(\alpha_M\). It follows that \(\bar{F}_{M}\) has mean 1, and, by inspection, scale \(S\). Write,
\[
\int_1^S \bar{F}_{M}(x)dx = \alpha_M \log S = D,
\]
to conclude from Lemma 5 that \(\bar{F}_{M}\) has coefficient of deviation \(D\). Finally, observe that any price \(x \in [eS^{1-\frac{1}{\alpha_M}}, S]\) earns profit \(\alpha_M\), while any other price earns strictly less profit. Thus, \(R_{SP}(F_{M, 0}) = \alpha_M\), completing this part of the lemma.

c) (High Heterogeneity) To prove \(\bar{F}_{H}\) is a valid ccdf, it suffices to show that \(\alpha_H/(1-D) \leq S\). Note that by Lemma 6, \(1/\alpha_H\) is an upper-bound on the value of personalization, whereby \(\alpha_H\) is necessarily at most 1. Moreover, for the Lambert-\(W\) function defining \(\alpha_H\) to be well-defined, we must have that \(\frac{1}{\alpha_H} \leq 1\) which implies \(S(1-D) \geq 1\). Thus, \(\alpha_H \leq 1 \leq S(1-D)\) which implies that \(\alpha_H/(1-D) \leq S\) and that \(\bar{F}_{H}\) is a valid ccdf.

Next write,
\[
\int_0^S \bar{F}(x)dx = \int_0^{\frac{\alpha_H}{\alpha_H - D}} (1-D)dx + \int_{\frac{\alpha_H}{\alpha_H - D}}^S \frac{\alpha_H}{x} dx = \alpha_H + \alpha_H \log \left( \frac{S}{\alpha_H} (1-D) \right),
\]
(25)
We claim this last quantity equals 1. Indeed, from the definition of \(W_{-1}(\cdot)\), \(\alpha_H = eS(1-D) \cdot e^{W_{-1}(\frac{1}{\alpha_H})}\).
Then, replace \(\alpha\) by \(\alpha_H\) and the inequality by equality in Eq. (23) and follow the implications backwards to Eq. (22), proving the claim. Thus, \(\bar{F}_{H}\) has mean 1, and, by inspection, has scale \(S\).
To compute its coefficient of deviation, we first claim that \( \alpha_H/(1-D) \geq 1 \). Indeed, recall that

\[
D \geq \delta_M = \frac{\log(S)}{1+\log(S)} \iff \log(S) \leq \frac{D}{1-D} \iff \frac{\log(S)}{D} \leq \frac{1}{1-D}.
\]

It follows that

\[
\frac{\alpha_H}{1-D} \geq \frac{\alpha_H}{D} = \frac{\alpha_H}{\delta_M} \geq 1,
\]

where the last inequality follows from Lemma 7. Now compute

\[
\int_0^1 1 - \mathcal{F}_H(x) dx = D,
\]

whereby \( \mathcal{F}_H \) has coefficient of deviation \( D \) by Lemma 3.

It remains to check that \( \mathcal{R}_{SP}(F,0) = \alpha_H \), which we verify directly by observing that any price \( x \in [\frac{\alpha_H}{1-D},S] \) obtains profit \( \alpha_H \) any any other price obtains profit no more than \( \alpha_H \). \( \square \)

**Proof of Lemma 4** Let us fix \( S \) and \( M \), and define \( \alpha(D) := \alpha(S,M,D) \). Fix any \( D_1, D_2 \), with \( 0 \leq D_1 \leq D_2 \leq \delta_H \), and any \( t \in [0,1] \). We will show that \( \alpha(tD_1 + (1-t)D_2) \leq t\alpha(D_1) + (1-t)\alpha(D_2) \) to prove the theorem.

By Theorem 4, there exists random variables \( V_1 \sim F_1 \) and \( V_2 \sim F_2 \) each with scale \( S \) and margin \( M \) such that the coefficient of deviation of \( F_1 \) is \( D_1 \), the coefficient of deviation of \( F_2 \) is \( D_2 \), \( \alpha(D_1) = \frac{\mathcal{R}_{SP}(F_1,c)}{\mathcal{R}_{PP}(F_1,c)} \) and \( \alpha(D_2) = \frac{\mathcal{R}_{SP}(F_2,c)}{\mathcal{R}_{PP}(F_2,c)} \).

Since both \( V_1 \) and \( V_2 \) have the same margin and cost, they also have the same mean \( \mu = \frac{c}{1-\delta_M} \). Take \( X \) to be a Bernoulli random variable with parameter \( t \), and let \( \tilde{V} \equiv XV_1 + (1-X)V_2 \) where \( X, V_1, V_2 \) are sampled independently. Note that \( \tilde{V} \) has mean \( \mu \), margin \( M \), and scale \( S \). Furthermore, the coefficient of deviation of \( \tilde{V} \) is

\[
\tilde{D} = \frac{1}{2\mu} \left( E \left[ |XV_1 + (1-X)V_2 - \mu| \right] \right)
= \Pr(X=1) \cdot \frac{1}{2\mu} E \left[ |V_1 - \mu| \right] + \Pr(X=0) \cdot \frac{1}{2\mu} E \left[ |V_2 - \mu| \right]
= tD_1 + (1-t)D_2.
\] (26)

To conclude the proof, write

\[
t\alpha(D_1) + (1-t)\alpha(D_2) = t \frac{\mathcal{R}_{SP}(F_1,c)}{\mathcal{R}_{PP}(F_1,c)} + (1-t) \frac{\mathcal{R}_{SP}(F_2,c)}{\mathcal{R}_{PP}(F_2,c)}
= \frac{t\mathcal{R}_{SP}(F_1,c) + (1-t)\mathcal{R}_{SP}(F_2,c)}{\mathcal{R}_{PP}(F,c)}
\geq \frac{\mathcal{R}_{SP}(\tilde{F},c)}{\mathcal{R}_{PP}(F,c)}
\geq \alpha(D)
= \alpha(tD_1 + (1-t)D_2).
\]

The first equation follows from the definitions of \( F_1 \) and \( F_2 \). The second equation follows from the fact that the personalized pricing strategy yields \( \mu - c \) for \( F_1, F_2, \) and \( \tilde{F} \). The first inequality follows from the fact
that the optimal single price for \( \tilde{V} \) yields revenue of at most \( R_{SP}(F_1, c) \) for the market corresponding to \( V_1 \) and at most \( R_{SP}(F_2, c) \) for the market corresponding to \( V_2 \). The second inequality follows Theorem 1. The last equality follows from Eq. (26). □

**Proof of Corollary 1.** Note that Eq. (1) shows that

\[
W_{-1} \left( -\frac{x}{c} \right) = 1 + \sqrt{2\log(1/x) + O(\log(1/x))} \quad \text{as} \quad x \to 1.
\]

Substituting this expression into the bounds in the low heterogeneity and high heterogeneity regimes proves the result. □

### A.3. Omitted Proofs from Section 4

**Proof of Lemma 8.** By inspection, \( R_{PP} = \frac{1}{2} \). To compute \( R_{kP} \), consider an optimal segmentation \( s_0, \ldots, s_{k+1} \) with corresponding prices \( p_1, \ldots, p_k \). (Recall \( s_0 = c = 0 \), \( s_{k+1} = t \), and \( p_i \in [s_i, s_{i+1}), i \geq 1 \).) By Lemma 8, \( s_i = p_i \) for \( i = 1, \ldots, k \).

Now, on segment \([s_i, s_{i+1})\), the conditional distribution of \( V \) is uniform, so the personalized pricing strategy earns profit \( \frac{s_{i+1} - s_i}{t} \sum \frac{s_{i+1} - s_i}{t} \) for all \( i \), since only \( \frac{s_{i+1} - s_i}{t} \) fraction of the market is in this interval. By contrast, for \( i = 1, \ldots, k - 1 \), the \( k \)-market segmentation strategy earns revenue \( s_i \frac{s_{i+1} - s_i}{t} \) since \( p_i = s_i \) and thus, all customers in the segment buy. The difference in revenue between the two strategies is then

\[
R_{PP}(F, 0) - R_{kP}(F, 0, s, p) = \frac{s_i^2}{2t} + \frac{1}{2t} \sum_{i=1}^{k} (s_{i+1} - s_i)^2 = \frac{1}{2t} \sum_{i=0}^{k} (s_{i+1} - s_i)^2.
\]

The segmentation which maximizes \( R_{kP}(F, 0, s, p) \) also minimizes this difference. By inspection, for a fixed \( s_1 \), the optimal segmentation is equispaced, i.e., \( s_i = s_{i-1} + \frac{1}{k+1} \) for \( i = 1, \ldots, k \). Thus \( R_{kP} = \sum_{i=1}^{k} \frac{n_i^2}{(k+1)^2} = \frac{t}{2k+1} \). Consequently, \( \frac{R_{PP}}{R_{kP}} = 1 + 1/k \). □

**Proof of Theorem 2.** We prove the second part of the theorem first.

(b) We first consider the case where \( V \sim F \) has \( \mu = 1 \) and \( c = 0 \). Consider a partition \( \delta = s_0 < s_1 < \ldots s_k < s_{k+1} = S \). Let \( V_i \sim F_i \) denote the random variable \( V \) conditional on the event \( V \in [s_i, s_{i+1}) \), i.e., \( \Pr(V_i \leq t) \equiv \Pr(V \leq t | s_i \leq V \leq s_{i+1}) \). Further, let \( q_i = \Pr(s_i \leq V \leq s_{i+1}) \) be the market share of the \( i \)-th segment, \( S_i \) be the scale of \( V_i \) and \( R_{SP}(F_i, 0) = \max_p p F_i(p) \).

From Eq. (5) in the proof of Lemma 2, we have that for any \( \gamma \leq R_{SP}(F_i, 0) \),

\[
\frac{R_{PP}(F_i, 0)}{R_{SP}(F_i, 0)} \leq 1 + \log \left( \frac{E[V_i] S_i}{\gamma} \right)
\]  

(27)

We will apply Eq. (27) to each \( F_i \) with the trivial lower bound \( s_i \). Notice that since \( V_i \leq s_{i+1} \) almost surely, \( S_i E[V_i] \leq x_i \).

Then, since \( \mu = 1 \),

\[
1 = \sum_{i=0}^{k} q_i E[V_i] = \sum_{i=0}^{k} q_i R_{PP}(F_i, 0)
\]
\[
\leq \sum_{i=0}^{k} q_i \left( 1 + \log \left( \frac{s_{i+1}}{s_i} \right) \right) R_{SP}(F, 0)
\]

(since \( S_i E[V] \leq s_{i+1} \))

\[
\leq \left( \sum_{i=0}^{k} q_i R_{SP}(F, 0) \right) \max_{i=0, \ldots, k} \left( 1 + \log \left( \frac{s_{i+1}}{s_i} \right) \right)
\]

\[
\leq R_{kP}(F, 0) \max_{i=0, \ldots, k} \left( 1 + \log \left( \frac{s_{i+1}}{s_i} \right) \right)
\]

where the last line follows because partitioning at the \( s_i \) and offering prices \( p^i \in \arg \max_{p \geq s_i} p \bar{F}(p) \) is a feasible segmentation policy. We minimize this last bound by setting \( s_i = (\delta)^{\frac{k-i}{k}} (S) \hat{r} \) which implies \( \frac{s_{i+1}}{s_i} = \left( \frac{s}{\delta} \right)^{1/k} \). This choice of \( s_i \) yields

\[
R_{PP}(F, 0) \leq R_{kP}(F, 0) \left( 1 + \frac{\log \left( \frac{s}{\delta} \right)}{k} \right).
\]

(28)

For the general case note that for the transformation in Lemma 1, one can prove that \( \frac{R_{PP}(F, c)}{R_{kP}(F, c)} = \frac{R_{PP}(F, 0)}{R_{kP}(F, 0)} \) by considering each segment separately and applying an argument analogous to Lemma 1. Thus, given an \( F \) with arbitrary mean and \( c > 0 \), first transform to \( F_* \) and apply the above result. Substituting the original parameters proves the second part of theorem.

We now use the previous result to prove the first part of the theorem.

(a) First consider the case where \( \mu = 1 \) and \( c = 0 \). We prove the bound by separating the distribution into a small lower component near 0 and an upper component. We bound the lower component of \( F \) in terms of \( D \) and bound the upper component by applying (a). Fix some \( \Delta > 1 \) which we shall select later. To bound the lower tail, note

\[
D = E[(1 - V)^+] \geq E\left[ (1 - V)^+ \mathbb{I}(V \leq \frac{1}{\Delta}) \right] \geq E\left[ \left( 1 - \frac{1}{\Delta} \right) \mathbb{I}(V \leq \frac{1}{\Delta}) \right] = \left( 1 - \frac{1}{\Delta} \right) \Pr\left( V \leq \frac{1}{\Delta} \right).
\]

Rearranging yields \( \Pr(V \leq 1/\Delta) \leq \frac{D}{\Delta - 1} \). This further implies that

\[
E\left[ V \mathbb{I}\left( V \leq \frac{1}{\Delta} \right) \right] \leq \frac{1}{\Delta} \Pr(V \leq 1/\Delta) \leq \frac{D}{\Delta - 1}.
\]

(29)

Now by splitting the expectation,

\[
1 = R_{PP}(F, 0) = E\left[ V \mathbb{I}\left( V \leq \frac{1}{\Delta} \right) \right] + E\left[ V \mathbb{I}\left( V \geq \frac{1}{\Delta} \right) \right] \leq \frac{D}{\Delta - 1} + E\left[ V \mathbb{I}\left( V \geq \frac{1}{\Delta} \right) \right]
\]

(using Eq. (29))

\[
= \frac{D}{\Delta - 1} + E[V_\Delta] \Pr(V \geq 1/\Delta)
\]

where \( V_\Delta \) is the conditional distribution of \( V \) given that \( V \geq 1/\Delta \), i.e., \( \Pr(V_\Delta \geq t) = \Pr(V \geq t | V \geq 1/\Delta) \).

Note that \( E[V_\Delta] \geq 1 \) and that \( V_\Delta \) has scale \( S/E[V_\Delta] \leq S \). Most importantly, \( \Pr(V_\Delta \geq 1/\Delta) = 1 \), so that we can apply part (b) to upper bound the expectation yielding

\[
R_{PP}(F, 0) \leq \frac{D}{\Delta - 1} + \left( 1 + \frac{\log(S \Delta)}{k} \right) R_{kP}(F, 0) \Pr(V \geq 1/\Delta).
\]

Finally, letting \( s^* \) be the optimal segmentation for \( R_{kP}(F, 0) \) and \( p^* \) be the corresponding prices. Define the function

\[
r(v) = \begin{cases} 
    p_i^* & \text{if } v \in [s_i^*, s_{i+1}^*) \text{ and } v \geq p_i^*, \ i = 1, \ldots, k \\
    0 & \text{otherwise.}
\end{cases}
\]
Then,
\[ R_{k,P}(F,0) \geq R_{k,P}(F,0, s^*, p^*) \]
\[ = E[r(V)] \]
\[ = E \left[ r(V) \mid V \leq \frac{1}{\Delta} \right] \Pr \left( V \leq \frac{1}{\Delta} \right) + E \left[ r(V) \mid V \geq \frac{1}{\Delta} \right] \Pr \left( V \geq \frac{1}{\Delta} \right) \]
\[ = E \left[ r(V) \mid V \leq \frac{1}{\Delta} \right] \Pr \left( V \leq \frac{1}{\Delta} \right) + R_{k,P}(V_{\Delta}) \Pr \left( V \geq \frac{1}{\Delta} \right) \]
\[ \geq R_{k,P}(V_{\Delta}) \Pr \left( V \geq \frac{1}{\Delta} \right) \]
Plugging in above yields,
\[ R_{PP}(F,0) \leq \frac{D}{\Delta - 1} + \left( 1 + \frac{\log(S\Delta)}{k} \right) R_{k,P}(F,0). \]
Letting \( \Delta = 1 + D(k + 1) \) and rearranging yields
\[ \frac{R_{PP}}{R_{k,P}} \leq \frac{1 + \frac{\log(S\Delta)}{k}}{1 - \frac{\Delta}{\Delta - 1}} \leq 1 + \frac{1}{k} + \frac{\log(S + SD(k + 1))}{k} = 1 + O \left( \frac{\log(k)}{k} \right). \]

For a general \( c > 0 \) and \( \mu \neq 1 \), apply the transformation of Lemma 1. As in the previous part, note that
\[ \frac{R_{PP}(F,c)}{R_{k,P}(F,c)} = \frac{R_{PP}(F,0)}{R_{k,P}(F,0)}. \]
Apply the result of the previous part and then make the appropriate substitutions. □

**Appendix B: A Dynamic Programming Algorithm for Computing (kP)**

In this section, we describe an efficient dynamic programming algorithm for computing the optimal \( k \)-market segmentation when the valuation distribution is known precisely and discretely supported on \( n \) values. One should compare this algorithm to the distribution-agnostic procedure given in Theorem 2 when the valuation distribution is not known precisely.

Structurally, computing the optimal \( k \)-market segmentation is extremely similar to the 1D Clustering problem for which dynamic programming approaches have been employed (see Gronlund et al. [2017] for a modern overview). Formally, suppose \( V \) is supported on \( n \) values \( \{v_i\}_{i=1}^n \), occurring with probabilities \( \{q_i\}_{i=1}^n \). Without loss of generality suppose the values are indexed from low to high, i.e., \( v_i \leq v_{i+1} \) for all \( i \). By an argument identical to Lemma 8, the optimal segmentation \( \{s_i\}_{i=0}^k \) is contained in the support of \( V \), we wish to find \( \{s_i\}_{i=0}^k \subset \{v_i\}_{i=1}^n \) that maximizes
\[ \sum_{i=1}^k s_i \Pr (V \in [s_i, s_{i+1})). \]
We give a dynamic programming solution that uses time \( O(kn^2) \). Define \( D[m,j] \) as the optimal \( j \)-market segmentation that considers the \( m \) lowest points \( \{(v_i, q_i)\}_{i=1}^m \), our goal is to compute \( D[n,k] \). Our algorithm depends on the following observation: consider the optimal \( k \)-market segmentation and suppose \( [v_{k+1}, v_n] \) defines the \( k^{th} \) segment. If one considers the market without the customers in the \( k^{th} \) segment, the remaining \( k - 1 \) segments must be an optimal \((k - 1)\)-market segmentation on \( \{(v_i, q_i)\}_{i=1}^{k-1} \). Formally we express this observation as the following recursion,
\[ D[m,j] = \max_{i \in [m-1]} D[i, j - 1] + v_{i+1} \sum_{i=1}^m q_i, \quad (30) \]
which states that the optimal $j$-market segmentation on the lowest $m$ valuations, is equal to some optimal $(j - 1)$-segmentation on a smaller market, plus the value of the $j^{th}$ segment. Using Eq. (30) we may populate a table of size $kn$, starting at $D[0,0] = 0$, and computing column-wise. Each computation of $D[m,j]$ requires $O(n)$ operations, thus the table may be populated in $O(kn^2)$ time.