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Abstract

We investigate the issue of whether there was a stable money demand function for Japan in 1990’s using both aggregate and disaggregate time series data. The aggregate data appears to support the contention that there was no stable money demand function. The disaggregate data shows that there was a stable money demand function. Neither was there any indication of the presence of liquidity trap. Possible sources of discrepancy are explored and the diametrically opposite results between the aggregate and disaggregate analysis are attributed to the neglected heterogeneity among micro units. We also conduct simulation analysis to show that when heterogeneity among micro units is present, the prediction of aggregate outcomes, using aggregate data is less accurate than the prediction based on micro equations. Moreover, policy evaluation based on aggregate data can be grossly misleading.
I. Introduction

Aggregate and disaggregate data can sometimes yield diametrically opposite information. In this paper we use Japan's aggregate and disaggregate data to analyze the issue of whether there exists a stable money demand function under the low interest rate policy.

Despite very aggressive fiscal and monetary policies, Japan's economy largely stagnated in the 90's. The dependence of national budget (ippan kaikei) on the issuance of the bonds on an ongoing basis has reached 38.5% in the fiscal year 2000 budget, a dramatic increase from 10.6% in 1990 (Highlights of the Budget for FY 2001 (April 2001)). On a stock basis, the government gross debt to GDP is approximately 135.3% in 2000, the worst level among industrialized countries (Fujiki, Okina and Shirutsuka (2001)). Doi (2000), based on the criteria of Bohn (1995), found that Japan's fiscal position had deteriorated to an unsustainable level. Given that the sustainability of fiscal debt is uncertain, it is natural that one might wonder if monetary policy could play a more important role in stimulating Japanese economy. However, the effectiveness of monetary policy depends critically on the existence of a stable money demand function and the nonexistence of liquidity trap.

Nakashima and Saito (2000) analyze monthly aggregate time series data from January, 1985 to 1999 and conclude that (i) there was a structural break in January 1995, (ii) there was no stable relation between money demand and income; and (iii) there was evidence of liquidity trap after 1995. On the other hand, Fujiki, Hsiao and Shen (2001) use panel information of 47 prefectures of Japan and finds that there is indeed a stable money demand function at the disaggregate level. In this paper we wish to investigate further whether Japan has a stable money demand equation under the low interest rate policy by relying on the evidence of aggregate and disaggregate time series data and explore the source of discrepancy between the information of the aggregate and disaggregate data.

Section 2 presents the basic model for money demand equation. Section 3 presents the evidence of aggregate quarterly time series data from 1980.IV to 2000.IV which basically supports the contention that there was no stable money demand function and money de-
mand is better modeled as a random walk with a drift. Section 4 uses a random coefficients framework to analyze disaggregate annual time series data of 47 Japanese prefectures from 1985 to 1997. The evidence appears to support money demand as a stable function of real income and nominal interest rate. Section 5 explores possible sources of discrepancy between the evidence of aggregate and disaggregate time series data and provides arguments in favor of disaggregate data analysis. Section 6 provides simulation results of the relationship between aggregate and disaggregate data. Section 7 uses simulated data to illustrate the importance of relying on disaggregate data to predict the aggregate outcomes and evaluate policy impacts when heterogeneity is present in micro units. Conclusions are in section 8.

2. The Basic Formulation

We assume that the logarithm of the desired real money balance, \( m^* \), is a linear function of the logarithm of real income, \( y_t \), and nominal interest rate, \( r_t \),

\[
m^*_t = a^* + b^* y_t + c^* r_t. \tag{2.1}
\]

The actual demand for money follows a stock adjustment principle in which the changes in money demand is proportional to the deviation between the desired and actual money holding (Nerlove (1958)),

\[
(m_t - m_{t-1}) = \gamma^* (m^*_t - m_{t-1}) + \epsilon_t, \tag{2.2}
\]

where \( \gamma^* \) denotes the speed of adjustment, typically assumed to be \( 0 < \gamma^* < 1 \), and \( \epsilon_t \) denotes the noise. Substituting (2.1) into (2.2) yields a money demand equation of the form

\[
m_t = \gamma m_{t-1} + by_t + cr_t + a + \epsilon_t, \tag{2.3}
\]

where \( \gamma = (1 - \gamma^*) \), \( b = \gamma^* b^* \), \( c = \gamma^* c^* \), \( a = \gamma^* a^* \).

Eq. (2.2) implies a long-run equilibrium relation between money and income of the form

\[
\tilde{m} = \frac{b}{1 - \gamma} y + \frac{c}{1 - \gamma} r + \frac{a}{1 - \gamma}. \tag{2.4}
\]
In this section we report the results of using Japan’s quarterly real M1 (RM1), real M2 (RM2), real GDP(RGDP), and interest rate from 1980.IV - 2000.IV. The interest rates used by Nakashima and Saito (2000) or Fujiki, Hsiao and Shen (2001) are the Bank of Japan overnight call rates. However, as pointed out by L. Klein that the call rate may be too short. Therefore we use five year bond rate \((r_t)\). Substituting \(m_t\) for \(\bar{m}\) in (2.4) yields the long-run relation between \(m_t, y_t\) and \(r_t\) as

\[
m_t = \frac{a}{1 - \gamma} + \frac{b}{1 - \gamma} y_t + \frac{c}{1 - \gamma} r_t + v_t,
\]

(3.1)

where \(v_t\) denotes the error term. Inference on (3.1) depends critically on the time series properties of \(m_t, y_t\) and \(r_t\). We use augmented Dickey-Fuller statistic (ADF) to test if the logarithm of \(RM1, RM2, RGDP,\) and \(r_t\) are stationary or integrated of certain order. Because there is an issue of whether there is a structural break after the bubble burst in 1990, Table 1 reports the results of ADF using the complete sample and sub-sample period 1992.I - 2000.IV. Both the complete sample and subsample results overwhelmingly favor the hypothesis that they are integrated of order 1, I(1).

Under the assumption that \(m_t, y_t\) and \(r_t\) are I(1), then the issue of whether there exists a stable money demand equation is an issue of whether there exists a cointegrating relation between \(m_t, y_t\) and \(r_t\). Table 2 reports Johansen (1988, 91) likelihood ratio test results when \(m_t, y_t\) and \(r_t\) are all treated as I(1). For the complete sample period based on either AIC (Akaike (1973)) or Schwarz (1978) criterion selected order of autoregressive process, there is one cointegration between income, interest rate, and M1 or M2. Focusing on the subperiod of 1992.I - 2000.IV there is one cointegrating relation between M2, RGDP and \(r_t\) but no cointegrating relation between M1, RGDP and \(r_t\).

\[1\] Since our analysis use Japanese GDP data based on 1993 System of National Account (Benchmark year=1995), we can only use data from 1980 to 2000. See details of the revision of Japanese GDP statistics, [http://www.esri.cao.go.jp/en/sma/menu.html](http://www.esri.cao.go.jp/en/sma/menu.html). Thus our results are not comparable with literature using 1968 System of National Account, such as Miyao (1996). In addition, most Japanese researchers use M2+CD instead of M2, however, since our results will be compared with those using prefecture deposit that do not include CD, we will use M2.
Table 3 presents the Johansen (1991) normalized cointegrating estimates between $m_t, y_t$, and $r_t$ for both the complete sample and sub-sample period. The complete sample estimated income coefficient for the M1 equation is exactly the opposite of what the economic theory predicts. The income coefficient of M2 although has the correct sign, the interest rate coefficient has the wrong sign. For the subsample period, although estimates of the income coefficients yield correct signs, they are of this unbelievable magnitude with income elasticity of 75.23 for M1 and 11.04 for M2. Moreover, the interest rate coefficients in these equations are of the wrong signs.

The Johansen (1991) MLE of the cointegrating relations is based on the decomposition of the coefficient matrix of the level variables, $\Pi$, into the product of $\Pi = \alpha \beta'$, in an error correction representation of a vector autoregressive model where $\beta'$ is referred as the cointegrating relations and $\alpha$ is referred as the adjustment coefficients of the deviations from the long-run equilibrium. However, as argued in Hsiao (2001a) that it is difficult to give a structural interpretation of the cointegrating vectors $\beta'$ and it is preferable to view the corresponding row of $\Pi$ directly as the implied long-run relation of the equation of interest. Anderson (2001) has proposed an efficient method of directly estimating $\Pi$ given the rank of cointegration. Table 4 presents Anderson’s (2001) reduced rank estimation of $\Pi$ assuming that there is one cointegrating relation for both the bivariate and trivariate system. They again would imply a negative relation between $m$ and $y$. Moreover, the estimated coefficients are close to zero. They appear to support the contention that there is no stable relation between money demand and income.

The efficiency gain of the Johansen (1991) MLE of $\beta'$ or Anderson’s (2001) reduced rank estimation of $\Pi$ is based on the prior knowledge of known rank of cointegration. However, it is well known that tests for cointegration have very poor finite sample performance. Therefore, in Table 5 we present the unrestricted error-correction estimation of the long-run relations between $m, y$, and $r$.\(^2\) The results again confirm the early findings that

\(^2\)The unrestricted error correction estimates are identical to the unrestricted vector autoregressive model estimates with proper linear transformation (e.g. Hsiao (2001a)).
either the estimated long-run relation is opposite to what economic theory would predict or it is not unreasonable to assume that the corresponding row of \( \Pi \) is close to zero after 1992, hence implying that there is no stable relation between money demand and income.

The multivariate time series analysis is very sensitive to the time period covered and the choice of the order of autoregressive process, \( p \). We find that either there is no cointegrating relation between money demand and income, or if there is one, the estimated relation is the opposite of what economic theories predict. Therefore, we turn to the single equation modeling. Table 6 presents the least squares estimates of the money demand equation (2.3) for the period 1980.IV - 2000.IV or 1992.I — 2000.IV. The estimated lagged dependent variable coefficient is almost exactly equal to one. The income coefficient is either insignificantly different from zero or has the wrong sign. The interest rate coefficient is statistically significant and has the correct sign. Since neither the multivariate, nor the single equation estimates give economically meaningful interpretation of the money demand equation, we use Box-Jenkins (1970) procedure to model the money demand. Table 7 presents the ARIMA modeling of M1 and M2.

To check whether the money demand equation of the form (2.3) or the univariate ARIMA model better describes Japan’s aggregate money demand, we use the prediction principle. As remarked by Friedman and Schwarz (1991), “the real proof of the pudding is whether it produces a satisfactory explanation of data not used in baking it — data for subsequent or earlier years”, we therefore split the sample into two periods. We use data of 1980.IV - 1997.IV to estimate various models. We then use the estimated coefficients to generate one period ahead prediction for the period 1998.I - 2000.IV. The first column of Table 8 presents their root mean square prediction errors. The univariate ARIMA model predicts better than the models that also use income and interest rate as explanatory variables.

The above prediction comparison is based on the data from 1980.IV to 2000.IV. If there is indeed a structural break in the late 80’s, then the complete sample comparison
in general favors a random walk model to a vector autoregressive or an error correction model. To gauge against unfavorable treatment of structural models, we also compare the prediction performance by using the data of 1991.III to 1998.II for estimation and generate one period ahead prediction for the period 1998.III to 2000.IV. The root mean square prediction error comparisons are reported at the second column of Table 8. The univariate ARIMA model again dominates the others. The fact that both the prediction results and the estimation of the form (2.3) having coefficients of lagged dependent variable almost exactly equal to one appear to support the contention that Japan’s aggregate money demand is better modeled in terms of a random walk with a drift (with a drift parameter possibly changing for period after 1990).

4. Disaggregate Time Series Analysis

The fact that Japan’s aggregate money demand is better modeled by a random walk with a drift is disconcerting to economists. It basically says that the empirical evidence has refuted theories of money demand (e.g. Laidler (1969)). However, the lack of stable relation between real money demand and real income in aggregate time series analysis could be due to shortages of degree of freedom. But more importantly it could be due to the lack of sample variability. The minimum and maximum value of the logarithm of real GDP is 14.943 and 15.4925, respectively, for the period 1980.IV - 2000.IV and is 15.3878346 and 15.4925, respectively, for the period 1992.I - 2000.IV. The minimum and maximum value of the logarithm of M1 is 13.6094014 and 14.7069502, respectively, for the period 1980.IV - 2000.IV, and 14.014138 and 14.7069502, respectively, for the period 1992.I - 2000.IV. The minimum and maximum value of the logarithm of real M2 is 14.7380118 and 15.7089447, respectively, for the period 1980.IV - 2000.IV and 15.4296417 and 15.7089447, respectively, for the subperiod 1992.I - 2000.IV. The standard deviations for logarithm of real GDP, real M1 and real M2 are 0.18, 0.31 and 0.29, respectively, for the period 1980.IV - 2000.IV, and are 0.036, 0.23, 0.09, respectively, for the period 1992.I - 2000.IV. When all sample points are clustered together, technically any slope coefficient estimates may
be obtained by slightly changing the time period covered. To get more robust estimate of the relationship between money and income, we need data to vary over a wider range. One possible way to obtain sample of greater variability is to use disaggregate time series. Japan is divided into 47 prefectures. Annual data on prefecture employee income (the counterpart to national GDP), prefecture price deflator, population statistics from 1985 - 1997 are available from the home page of Economic and Social Research Institute (former Economic Planning Agency of Japan). Data on demand deposits (MF1) and MF1 + Saving Deposits (MF2) are available from *Monthly Economic Statistics of the Bank of Japan*. MF1 and MF2 may be viewed as the prefecture counterpart of the national M1 and M2 without currency held by individuals. (For detail, see Appendix A).

There are several advantages of using disaggregate time series. First, there are more degrees of freedom, more sample variability and less multicollinearity. Figures 1-3 plot the 47 per capita prefecture real MF1, real MF2 and income over the period 1989 - 1997. The minimum and maximum prefecture logarithm of per capita real income is now 2.963 and 3.79, respectively. For the logarithm of real MF1, it is 0.99 and 3.44. For the logarithm of MF2, it is 2.65 and 4.839, respectively. The standard deviations for logarithm of per capita real income, real MF1 and real MF2 are 0.15, 0.37 and 0.34, respectively, for the sample period 1989 - 1997, and for period 1992 - 1997, the standard deviations are 0.145, 0.345, 0.319 respectively. Second, it allows more accurate estimate of dynamic adjustment behavior even with a short time series. Third, it provides the possibility to control the impact of omitted variables. Fourth, it provides means to get around structural break tests which are based on large sample theory with dubious finite sample property (e.g. Hsiao (1986, 2001b)).

However, there are also a number of sample and statistical issues of using prefecture data. We shall first discuss issues of data measurement, then statistical modeling, finally present the empirical results.

4a. Data Measurement
There are three issues involved in using prefecture deposit data in domestically licensed banks. First, there is an issue of consistency of coverage of banks. There was a change in the definition of banks surveyed in the deposit statistics in 1989. Due to an extension of the coverage of regional II banks in the deposit statistics in that year, the Monthly Economic Statistics of the Bank of Japan data show an unusual increase in 1989. Second, there is an issue of whether the bubble burst in 1990 created a noise that can no longer be viewed as random noise from the same population. Third, there is an issue of people living in one prefecture but working in big metropolitan prefectures, Tokyo, Osaka and Kyoto, had bank accounts near where they worked.

With the availability of panel data, it is fairly easy to check if there exist systematic measurement errors on data of some prefectures. To avoid the possibility of obtaining biased results because of inconsistent data measurements in 1989 and 1990, one may just fit a money demand equation for the year 1992 to 1997. To avoid the problem of people living in one prefecture but having bank accounts in another prefecture, we can exclude the data of Tokyo, Osaka, Kyoto, and their neighboring prefectures Chiba, Saitama, Kanagawa, and Hyogo from considerations and use the remaining 40 prefectures data to fit (2.3).

4b. Statistical Modeling

Disaggregate data focus on individual outcomes. Factors affecting individual outcomes are numerous. It is neither feasible, nor desirable to construct a model that includes all these factors in the specification. A model is not a mimic of reality. It is a simplification of reality, designed to capture the essential factors affecting the outcomes. To avoid the possibility that heterogeneity among disaggregate units might contaminate the inference of parameters of interest, model (2.3) is modified as

\[ m_{it} = \gamma_i m_{i,t-1} + b_i y_{it} + c_i r_t + \alpha_i + \epsilon_{it}, \quad i = 1, \ldots, N, \]
\[ t = 1, \ldots, T, \]  

(4.1)

\footnote{It should be noted that by “individual heterogeneity” we refer to differences between groups that are observable in the context of econometric analysis of individual level data, not the fine distinctions that may characterize each individual differently.}
where \( m_{it}, y_{it} \) denote the logarithm of prefecture per capita real money balance and real income, \( r_t \) denotes the five year bond rate, \( \alpha_i \) represents the prefecture specific effects that is supposed to approximate the effects of prefecture rental costs of inputs to the production function of output and financial service and other regional specific effects. The question of whether the coefficients \( \theta_i = (\gamma_i, b_i, c_i)' \) should be assumed fixed and different or random and different depends on whether \( \theta_i \) can be viewed as from heterogeneous population or random draws from a common population. In this paper we shall favor a random coefficients approach for two reasons: First, the short time series dimension does not allow accurate estimation of individual \( \theta_i \). Second, if \( \theta_i \) are indeed fixed and different, the representative agent argument so frequently used by economists no longer appears relevant. Neither is it possible to make inference about population relationship between money demand, income, and interest rate. Therefore, we assume that the coefficients \( \theta_i' = (\gamma_i, b_i, c_i) \) are randomly distributed with mean \( \bar{\theta} = (\bar{\gamma}, \bar{b}, \bar{c}) \) and covariance matrix \( \Delta \). When the regional specific effects, \( \alpha_i \), is treated as a fixed constant, we have a mixed fixed and random effects model (Hsiao and Talmiscioglu (1997)). When \( \alpha_i \) is treated as a random variable that is independent of \( (y_{it}, r_t) \) and is independently distributed across \( i \) with mean \( a \) and variance \( \sigma^2_a \), we have a random coefficients model (e.g. Hsiao (2001b)).

It is well known that when regressors are exogenous the estimators based on the sampling approach yield consistent estimates of the mean coefficients when the number of cross-sectional units approaches infinity. However, the same results do not carry over to dynamic models. The neglect of coefficient heterogeneity in dynamic models creates correlation between the regressors and the error term as well as serial correlation in the residuals. Neither the least squares, nor the within estimator is consistent (Pesaran and Smith (1995)). Moreover, there does not appear possible to find instruments that are correlated with the regressors but are uncorrelated with the error term. Because there does not appear having any consistent estimator of the mean coefficients when \( T \) is finite, we shall adopt a hierarchical Bayes estimator which is shown to have very good properties.
in both small and moderate $T$ samples (Hsiao, Pesaran and Tahmiscioglu (1999)) (For detail of the estimation method, see Appendix B).

4c. Empirical Results

We report the finding based on disaggregate data analysis. The first thing we wish to check is that if $\theta_i$ are identical across $i$ as assumed by Fujiki, Hsiao and Shen (2001). The testing of homogeneity across $i$ yields an $F$-value of 69 for MF1 and 4.07 for MF2. Both are statistically significant at 1% level with 40 and 117 degrees of freedom, hence rejecting the homogeneity assumption.

To check if the issue of people living in one prefecture but having bank accounts in another prefecture might systematically bias the estimation results, we can compare the difference between the estimates using all 47 prefectures and the estimates based on prefecture data that are relatively free from this issue. If the systematic measurement errors are not serious, two estimates are expected to be close. Otherwise, they are expected to be different. Tables 9 and 10 present the random coefficients and mixed fixed and random coefficients estimation of MF1 and MF2 using all 47 prefectures and 40 prefectures. Table 11 presents the Hausman (1978) specification test of the presence of systematic measurement errors. The chi-square statistics reject the null hypothesis of no measurement errors at 1% significance level in all cases. We therefore concentrate our discussion based on the results using 40 prefectures.

There are three notable features arise from the disaggregate time series analysis. First, while aggregate time series analysis shows that there is no stable relation between money and income, the disaggregate time series analysis shows that there exists a stable money demand function. There is no indication that money demand follows a random walk with a drift.\footnote{There is, of course, an issue of temporal aggregation. However, as shown by Tiao (1972) that temporal aggregation does not affect the order of integration of a time series variables. Brewer (1993) also shows that the order of autoregressive process remains the same between temporally aggregate and disaggregate data. It is the order of moving average that might be affected by temporal aggregation. Using Brewer’s (1973) formula of rounding down} The estimated mean lagged dependent variable coefficient is significantly below
The mean income coefficient is positive and statistically significant. The estimated mean interest rate coefficient is negative and statistically significant. The estimated mean short-run income coefficients for MF1 and MF2 are 0.88 and 0.47, respectively. Both are less than 1. The estimated mean short-run interest rate coefficients for MF1 and MF2 are -0.047 and -0.009, respectively.

Second, the estimated mean relationship is very similar to those obtained using the formulation of Fujiki, Hsiao and Shen (2001)

\[ m_{it} = \gamma m_{i,t-1} + \beta y_{it} + \alpha_i + \epsilon_{it}, \]
\[ i = 1, \ldots, N, \]
\[ t = 1, \ldots, T, \]

where \( \alpha_i \) is assumed either random or fixed (see Table 12, where \( \alpha_i \) fixed or random is referred to as fixed or random effects estimator, respectively (FE or RE)). The two formulations provide similar estimates may be due to the estimated variance-covariance matrix of \( \theta_i \) as summarized at the bottom of Tables 10 and 11 are fairly small in absolute magnitude. In other words, no matter which models we use for the analysis of disaggregate data, they appear to support the contention that there is indeed a stable relation between money demand, income and interest rate as predicted by economic theory.

Third, using the formula of \( \bar{b} \) or \( \bar{c} \), the estimated long-run income elasticity for MF1 is 2.56 and for MF2 is 1.01, respectively for the random coefficients model and 2.54 and 1.03, respectively for the mixed random and fixed coefficients models. The long-run semi-interest rate for MF1 is -0.138 and for MF2 is -0.019 for the random coefficients model and -0.139 and -0.0189, respectively for the mixed fixed and random coefficients models. They are similar in magnitude to those obtained from the RE and FE estimates (see Table 13). Using the formula \( \sum_{i=1}^{N} \frac{b_i}{1-\gamma_i} w_i \) or \( \sum_{i=1}^{N} \frac{c_i}{1-\gamma_i} w_i \), where \( w_i \) is the average weight of the relative importance of the \( i \)-th prefecture money demand, the implied average long-run income elasticities for the MF1 and MF2 for the random coefficients model are 2.64 and to the next lowest integer of \((1+0+1)/4\), we have the same time series model for both aggregate and disaggregate data.
1.05, respectively, and are 2.62 and 1.06, respectively for the mixed fixed and random coefficients models.

5. Possible Source of Discrepancy

The diametrically opposite evidence obtained from the aggregate and disaggregate data series analysis makes one wonder what constitutes a well grounded level of analytical framework and what are the interesting interactions between disaggregate and aggregate models. In this section we explore if the issues of simultaneity, different definitions of money, and aggregation of heterogeneous units are the reasons behind this conflicting implication.

5a. Simultaneity

In a disaggregate framework it may be plausible to assume that income and interest rate are exogenous, but the same can not be said for the aggregate data. When money, income, and interest rate are jointly determined, least squares regression of the form (2.3) yields biased and inconsistent estimates even though regressors are I(1) (Hsiao (1997a,b)). On the other hand, two stage least squares estimator (2SLS) is consistent. Moreover, the Monte Carlo studies conducted by Hsiao and Wang (2002) have shown that despite the limiting distribution of the 2SLS of a structural vector autoregressive model is not standard normal or mixed normal when there does not exist strictly exogenous driving force, it still dominates modified estimators that possess desirable large sample properties in terms of bias, root mean square error and closeness of the actual size to the nominal size in finite sample. Therefore, we reestimate models of the form (2.3) by the two-stage least squares and present the results in Table 14. Again, the implication is similar to the least squares results. The income coefficients have the wrong signs and the sums of the lagged dependent variable coefficients are almost exactly equal to one. In other words, even after taking account of simultaneity, we still can not find a stable money demand function in the 90's.

5b. Definitions of Money
Disaggregate time series analysis uses demand deposit (MF1) and demand deposit plus time deposit (MF2) while aggregate time series analysis uses M1 (currency and demand deposit) and M2 (M1 + time deposit). To see if it is the component of currency holding that contributes to the lack of stable relationship between money demand and income, we redo the analysis for the (M1-currency) and (M2-currency). The results of this analysis are similar to those of using M1 and M2 as the dependent variables as can be seen from the least squares and 2SLS estimates presented in Tables 15 and 16.

5c. Aggregation Over Heterogeneous Units

Estimating macro relations always involves aggregation over micro units. Aggregation is valid if the disaggregate relation is linear and if all micro relations have identical parameter values or if the distribution of the micro variables remains constant over time (e.g. Stoker (1993), Theil (1954)). Forni and Lippi (1997, 99), Hildenbrand (1994), Granger (1980), Klein (1953), Lewbel (1992, 94), Pesaran (1999), Stoker (1984, 93), Trivedi (1985), Zaffaroni (2001), etc. have shown that the dynamics of aggregate variables can be very different from the dynamics of disaggregate variables if there exists parameter heterogeneity.

Under the assumption of model (4.1), it is also possible to have stable micro relations but unstable macro relations. Model (4.1) implies that the cointegrating relation of a prefecture takes the form

\[ m_{it} - \frac{b_i}{1 - \gamma_i} y_{it} - \frac{c_i}{1 - \gamma_i} r_{it} - \frac{a_i}{1 - \gamma_i} = v_{it}, \]

where \( v_{it} \) denotes a zero mean I(0) process. Let \( m_t = \sum_{i=1}^N m_{it}, y_t = \sum_{i=1}^N y_{it} \) and \( w_{it} = y_{it} / y_t \). Then

Proposition 5.1: The aggregate relation \( m_t - \beta y_t - cr_t \) is I(0) under the assumption of model (5.2) if and only if either

(i) \( \frac{b_i}{1 - \gamma_i} = \frac{b_j}{1 - \gamma_j} \) for all \( i \) and \( j \) and \( |\gamma_i| < 1 \) for all \( i \); or
(ii) $w_{it} = w_i$ for all $t$ and $|\gamma_i| < 1$ for all $i$.

Proof: From (5.2) we have

$$m_t - \sum_{i=1}^{N} \frac{b_i}{1-\gamma_i} y_{it} - \left( \sum_{i=1}^{N} \frac{c_i}{1-\gamma_i} \right) r_t - \left( \sum_{i=1}^{N} \frac{\alpha_i}{1-\gamma_i} \right) = \sum_{i=1}^{N} v_{it}$$

$$= u_t.$$  \hspace{1cm} (5.3)

If the long-run relations between $m_{it}$ and $y_{it}$ are identical across $i$, then $\frac{b_i}{1-\gamma_i} = \frac{b_i}{1-\gamma_j} = \beta$.

$c = \sum_{i=1}^{N} \frac{c_i}{1-\gamma_i}$, $a = \sum_{i=1}^{N} \frac{\alpha_i}{1-\gamma_i}$. Since $v_{it}$ is $I(0)$, $\sum_{i=1}^{N} v_{t}$ is $I(0)$ if all $|\gamma_i| < 1$.

Alternatively if $\frac{b_i}{1-\gamma_i} \neq \frac{b_j}{1-\gamma_j}$, we can write (5.3) in the form

$$m_t = \left[ \sum_{i=1}^{N} \frac{b_i}{1-\gamma_i} w_{it} \right] y_{it} + \left( \sum_{i=1}^{N} \frac{c_i}{1-\gamma_i} \right) r_t + \sum_{i=1}^{N} \frac{\alpha_i}{1-\gamma_i} + \sum_{i=1}^{N} v_{it}.$$  \hspace{1cm} (5.4)

It follows that if $w_{it} = w_i$ for all $t$, we have $\beta = \sum_{i=1}^{N} \frac{b_i}{1-\gamma_i} w_i$, $c = \sum_{i=1}^{N} \frac{c_i}{1-\gamma_i}$, $a = \sum_{i=1}^{N} \frac{\alpha_i}{1-\gamma_i}$, and (ii) holds if $|\gamma_i| < 1$.

A sufficient condition for (i) to hold is that $b_i = b$, $\gamma_i = \gamma$ and $|\gamma| < 1$, then (5.3) becomes

$$m_t - \beta y_t - c r_t - a = \sum_{i=1}^{N} v_{it},$$  \hspace{1cm} (5.5)

where $\beta = \frac{b}{1-\gamma}$, $c = \frac{1}{1-\gamma} \sum_{i=1}^{N} c_i$ and $a = \frac{1}{1-\gamma} \sum_{i=1}^{N} \alpha_i$. Since $v_{it}$ is $I(0)$, so is $\sum_{i=1}^{N} v_{it}$. In other words, Proposition 5.1 states that under parameter heterogeneity there could be cases that even though there exist stable relations among micro units, the aggregate relation can still exhibit unit root phenomenon. For instance, if $w_{it} \neq w_{is}$, then

$$m_t - \beta y_t - c r_t - a = \left[ \sum_{i=1}^{N} \frac{b_i}{1-\gamma_i} w_{it} - \beta \right] y_{it} + \sum_{i=1}^{N} v_{it}.$$  \hspace{1cm} (5.6)

Even though all $|\gamma_i| < 1$, because $\left[ \sum_{i=1}^{N} \frac{b_i}{1-\gamma_i} w_{it} - \beta \right] \neq 0$ and because $y_t$ is $I(1)$, $m_t - \beta y_t - c r_t - a$ will behave like an $I(1)$ process. Alternatively, even $w_{it} = w_i$ for all $i$ and $t$
so that the first term on the right-hand side of (5.5) drops out, as long as there is one $\gamma_i$ near 1 or equal to 1, the spectral density of (5.5) becomes unbounded.\(^5\)

Figure 4a and 4b present the distribution of $\gamma_i$ for MF1 and MF2. The largest $\gamma_i$ for MF1 is 0.87 for Niigata prefecture (about 2.1% of the total MF1 demand in 1992) and for MF2 is 0.93 for Mie prefecture (slightly above 2.4% of the total MF2 demand in 1992), hence appears to reject the hypothesis that the instability observed at the aggregate level is due to one of the $\gamma_i$ is one or near one. Figure 5 presents the distribution of $w_{it}$. They do not appear to stay constant over time. This information appears to indicate that micro heterogeneity could be the source of discrepancy between aggregate and disaggregate.

6. A Simulation Study of the Relationship between Aggregate and Disaggregate Behavior

Although in section 5 we show that ignoring parameter heterogeneity across prefectures could be the reason of inducing an unstable aggregate money demand function, in our micro specification (4.1) we use a log-linear specification. This implies that aggregation is in effect nonlinear because the aggregate variables are not defined as the sum of variables in logarithms, but are defined as the logarithm of the sum of micro variables. The nonlinear aggregation makes it much more difficult to derive mathematical relationships between aggregate and disaggregate relations. In this section we resort to simulation methods to show that it is indeed possible to generate unit root phenomenon and insignificant income coefficient even when there exist stable relations among micro units if the parameters are different across prefectures and the aggregation is nonlinear.

6a. The Simulation Design

We artificially generate time series data for each prefecture based on the observed

\(^5\)Zaffaroni (2001) shows that even all $\gamma_i$ are constrained between $[0, 1)$, as long as the tail density of $\gamma_i$ takes the form $c\beta(1-\gamma)^b$ with $0 < c\beta < \infty, b < \frac{1}{2}$ as $\gamma$ approaches 1 from the left, the spectral density of $\frac{1}{N}\sum_{i=1}^{N}(1-\gamma_iL)^{-1}u_{it}$ becomes unbounded where $L$ denotes the lag operator. However, this condition actually requires the distribution of $\gamma_i$ to be heavily clustered near 1.
stylized facts. Therefore, we perform the simulation using the following steps:

1. Generate the log level of prefecture income using the formula: 
   \[ \tilde{y}_{it} = \mu_i + \tilde{y}_{i,t-1} + u^*_it, \]
   where the drift parameter \( \mu_i \) and the variance of i.i.d. error \( u^*_it, \sigma^2_i \), are those derived from actual prefecture data estimates.

2. Generate bond rate using the formula: 
   \[ r_t = r_{t-1} + \tilde{u}_t, \]
   where the error term \( \tilde{u}_t \) is normally distributed with mean 0 and variances \( \sigma^2_u \) equal to the variance from the real data.

3. MF1 and MF2 are generated according to:
   \[ m_{it} = \hat{\alpha}_i + \hat{\gamma}_im_{i,t-1} + \hat{\epsilon}_ir_t + \beta_i\tilde{y}_{it} + \epsilon^*_it, \]
   where \( m_{it} \) denotes the log level of MF1 or MF2, \( \tilde{y}_{it} \) denotes the log level of prefecture income and \( \epsilon^*_it \) is the corresponding error term with variance equal to the one observed at the prefecture level. We use the estimated random coefficients \( (\hat{\alpha}_i, \hat{\beta}_i, \hat{\gamma}_i, \hat{\epsilon}_i) \) to generate the disaggregate money demand data. The initial values for MF1 and MF2 are the prefecture level MF1 and MF2 at year 1992.

4. Transform the prefecture log data into level data. Sum the disaggregate data to get aggregate data.

6b. Results based on Simulated Aggregate Data

The estimation results based on simulated data are very similar to what we have obtained in section 3. The lagged dependent coefficients are near 1 and the income coefficients are either insignificant or have the wrong sign. Table 17 provide the least squares estimates of the simulated M1 and M2 equation. They are of similar magnitude to those obtained from the actual data (see Table 6).

To see whether the above result is a pure chance event, we repeat the above simulation 500 times and plot the histogram for the estimated lagged dependent variable coefficients.
in Figures 6 and 7. We also repeat the simulation by randomly assigning \( \theta_i \) to different prefectures income data. The results are plotted in Figures 8 and 9. As one can see from these figures the possibility of obtaining near unit root in the aggregate data is very high. They appear to support the contention that the diametrically opposite results between the aggregate and disaggregate analysis are largely due to ignoring heterogeneity in the micro units in the aggregate analysis.

7. Choice between Aggregate or Disaggregate Model

Section 5 demonstrates analytically that it is possible to have stable micro relations but unstable macro relations when heterogeneity in the micro units are present. Section 6 uses simulation to show that the diametrically opposite inferences between aggregate and disaggregate analysis are possible with the features of money demand data observed in Japan. Granted that there is indeed a stable relation between money demand, income and interest rate at the prefecture level in Japan, the questions naturally arise are that shall we favor using aggregate data to predict the aggregate outcomes and study the impact of policy changes or shall we first obtain disaggregate predictions or outcomes of policy changes, then sum the disaggregate outcomes to obtain the aggregate outcomes. In this section we first compare the prediction performance, then compare the implication of policy changes using aggregate and disaggregate models.

Before we compare the prediction performance between the aggregate and disaggregate models, we note that when parameter heterogeneity is present in the disaggregate log-linear AR(1) model, Lewbel (1994) has shown that if the same log-linear form is used, the aggregate model is of AR(\( \infty \)), since higher order lag dependent variables are not statistically significant, we try to see if some nonlinear models would perform better than the log-linear model. We consider three alternatives: translog (Christensen, Jorgenson and Lau (1975)), Box-Cox transformation and inverse interest rate specifications. Tables 18, 19, and 20 present the respective estimates. The implied long-run income elasticity of translog model is 0.99 and interest rate elasticity is -0.1 for \( M1 \) and for \( M2 \) the implied
long run income elasticity is 1.33 and the implied long run interest rate elasticity is 0.058 when the logarithm of real GDP and bond rate are at the mean value of 15.28 and 1.39 respectively. However, the interest rate elasticity for $M2$ is of the wrong sign. The implied income and interest rate elasticities of Box-Cox transformation model using the procedure of Poirier and Melino (1978) yield practically zero income and interest elasticities. For the inverse interest rate model, the long run income elasticities is 0.75 for $M1$ and 3.06 for $M2$ and the long run interest rate elasticities are -1.3 for $M1$ and -1.01 for $M2$ for the inverse interest rate model for the full sample. For the sub sample period 1992.I-2000.IV, the inverse of bond rate coefficients are not significant and logarithm of real GDP has the wrong signs. Moreover, the lagged dependent coefficients both exceed 1. Therefore we cannot draw consistent conclusion about the long-run relations based on the inverse of interest rate for both full sample and subsample periods.

The nonlinear models not only may imply implausible income and interest rate elasticities, they also have statistically insignificant parameter estimates for the higher order terms. Moreover, neither do the nonlinear models predict better than ARIMA or log-linear model (see Table 8). Therefore, for the aggregate models we shall focus our comparison using only ARIMA or model (2.3).

In choosing between whether to predict aggregate variables using aggregate or disaggregate equations ($H_d$), Grunfeld and Griliches (1960) suggest using the criterion of:

Choosing $H_d$ if $\epsilon'_d \epsilon_d < \epsilon'_a \epsilon_a$, otherwise choosing $H_a$,

where $\epsilon_d$ and $\epsilon_a$ are the estimates of the errors in predicting aggregate outcomes under $H_d$ and $H_a$, respectively. Table 21 presents the within sample fit comparisons in the first row and the post-sample prediction comparison in the second row. Both criteria unambiguously favor predicting aggregate outcomes by summing the outcomes from the disaggregate equations.⁶

⁶This simulation results may also be viewed as numerical generalization of Pesaran's (1999)
We next perform simulation studies to evaluate the impact of changing interest rates on the aggregate money demand using either the macro or the disaggregate equations. We shock the economy by lowering the interest rate for 50% and observe the evolution of the money demand at the prefecture level and then get aggregate money demand from the prefecture money demand. The prefecture money demand is modeled by the random coefficient model specified in (4.1). To use the macro equations to evaluate the interest rate shock impact, we assume that we have available only the aggregate data that have been constructed from the prefecture level and have no information about how the prefecture level data are generated.

We need to construct three aggregate series through simulation study. First, the “true aggregate series” before and after the interest rate shock. Again we simulate the disaggregate data using all stylized facts from the actual Japan’s money demand data, and we shock the disaggregate system at period T=101, which gives interest rate as half of its level at T=100.

Secondly, assume that we don’t know the existence of the disaggregate equations but only have the final simulated 100 periods of aggregate data, we use these observation points to perform OLS estimation and use the estimated coefficients to evaluate the response of this aggregate system to interest rate shock and we call it “simulated aggregate response”.

Finally, we construct the “simulated aggregate response from disaggregate equations” from the micro data by first estimating a random coefficients model using data of first 100 periods then using the estimated coefficients to construct prefecture level money demand after the interest rate shock, and aggregating them to obtain the estimated aggregate response.

The error sum of squares for predicting true system’s responses after interest shock is much smaller for the disaggregate system as compared to aggregate system. For a typical results that if the static disaggregate model is correctly specified, the mean-squared error of optimal aggregate forecast is larger than the corresponding mean-squared error of forecasting the aggregate based on the disaggregate model.
simulation, the error sum of square for M1 from disaggregate system is at the magnitude of $5.88 \times 10^7$, and that from aggregate system is $2.51 \times 10^{10}$; the error sum of square for M2 for the disaggregate system is at the magnitude of $2.04 \times 10^{13}$, and that from the aggregate system is $9.55 \times 10^{15}$. As the absolute numbers of the error sum of squares are very large, we further look at the responses paths from the disaggregate and aggregate system.

Figure 10 contains the changes of both the “true aggregate series” and “simulated disaggregate responses”, with the dashed line shows the simulated disaggregate responses and the solid line shows the “true aggregate responses”. The top two figures are for M1 and the bottom two are for M2, and the left half shows the short run responses while the right half shows the long run responses. This figure shows that the series of the “true aggregate series” and the simulated disaggregate responses are very similar. Both lines show increase of money demand in the short run and then converge to certain equilibrium level in the long run.

Figure 11 plots the responses of both the macro equations and the disaggregate equations together with the “true aggregates”. Again the top two figures are for M1 and the bottom two figures are for M2, and the left two figures show the short run responses while the right two figures show the long run responses. The two very close lines denote “true aggregates (solid line)” and “aggregates from the disaggregate equations (dashed line)”, respectively, and the third dashed line denotes “the macro equation response”. These figures show that summing the micro responses to get the aggregates is close to the true ones but the macro equation responses are very different from the true ones. Because of the near unit root phenomenon in the aggregate model even though the estimated short-run interest elasticity is small, it would almost imply the presence of “liquidity trap” in the long-run.

Both the prediction comparison and policy evaluation unambiguously point out that when micro heterogeneity is present, it is better to generate the aggregate outcomes by summing the disaggregate outcomes from disaggregate equations than using the aggregate
model to generate aggregate outcomes.

8. Conclusions

In this paper we study the issues of whether Japan has a stable money demand function under the low interest rate policy using both aggregate and disaggregate data. There are two notable results. First, the only agreeable information is that the interest rate coefficients although are statistically significant, they are not of the magnitude to imply the presence of liquidity trap in the short run. We have here mostly only reported findings in terms of semi-log form for the interest rate. We have tried alternative functional forms for the interest rate such as logarithmic transformation or the inverse transformation. Both specifications could imply the presence of liquidity trap if the estimated coefficients have the right magnitude. However, the alternative functional forms do not fit the data or yield post-sample prediction as well as the semi log form reported here. The panel data estimated short-run semi-interest rate elasticity based on random coefficient models is -0.048 for MF1 and -0.009 for MF2. The long-run interest elasticities are -0.139 for MF1 and -0.019 for MF2.

Second, the estimated relationships between money demand and income are diametrically opposite to each other between the aggregate and disaggregate data analysis. The estimated relationships using aggregate data are sensitive to the time period covered. Depending on the sample period used, they are either of wrong signs or statistically insignificant or yield such unbelievable magnitudes. For instance, the estimated long-run income elasticities are 75.23 for M1 and 11.04 for M2 in the 90’s (see Table 4). On the other hand, the disaggregate data analysis yields stable relationships between money demand and income and are consistent with economic theory. The estimated short-run income elasticity for MF1 and MF2 are 0.88 and 0.47, respectively. The long-run income elasticity are 2.56 for MF1 and 1.01 for MF2 based on random coefficient models. These results appear to be consistent with the broad average relationship observed between M2 and income in Japan. The average growth rate for M2 in the 80’s is about 9.34%, the inflation rate is 1.98%, with
a real M2 growth rate of 7.36%. The real growth rate of GDP during this period is 4.13%. Had interest rate stayed constant, the ratio of these two numbers, 1.78, gives a measure of long-run income elasticity of the demand for real M2. In the 90’s, the average growth rate of M2 is 2.69%, the inflation rate is 0.14%. The real growth rate of M2 is about 2.55%. The real GDP growth rate during this period is 1.38%. The ratio of real growth rate of M2 and real GDP is about 1.85. Taking account of the fact that 1.78 or 1.85 is the average measure assuming interest rate stayed constant, while in fact the five year bond rate had fallen from 9.332 at 1980.I to 5.767 at 1989.IV and further to 1.289 at 2000.IV and the estimated impact of interest rate changes on money demand, these figures are indeed very close to the estimated long-run income elasticities based on disaggregate data analysis.

We have also tried to explore the source of the seemingly contradictory evidence between the aggregate and disaggregate data. It appears that the lack of stable relationship between aggregate money demand and income could be due to the lack of sample variability in the aggregate data. But more importantly, our analytical and simulation results appear to suggest that it is the ignoring of heterogeneity in the micro units and the effect of nonlinear aggregation that lead to this seemingly contradictory evidence. In other words, our empirical analysis appears to suggest that more attention should be directed at the issues of aggregation and more structure is needed to justify aggregate data models. The results show that it is possible to have stable micro relations but unstable macro relations. It is also better to sum the outcomes from the micro equations to get the aggregates in predicting the aggregate outcomes or evaluating the impact of policy changes rather than relying on aggregate variables to generate aggregate outcomes. To the extent that economic theory is valuable for giving structure to individual behavior, it should be applied at the individual level only. A generalization of sophisticated individual behavior to the aggregate behavior under the guise of representative agent can lead to seriously misleading aggregate model.
Appendix A: Definitions of Disaggregate Data

This appendix explains the definitions of prefecture income statistics, population and the prefecture money aggregates.

1. Prefecture income statistics

Prefecture income statistics compiled by the Economic and Social Research Institute (Former Economic Planning Agency of Japan) for each fiscal year provide a good counterpart to national GDP. We download the data from the home page of Economic and Social Research Institute from 1987-1997, and supplement the data of 1986-1997 from Fujiki and Mulligan (1996).

The prefecture income data is deflated by the gross prefecture expenditure deflator during the period from fiscal year 1985 to fiscal year 1997.

2. Population

We use population to convert prefecture data to per capita data. The population of each prefecture is as of the beginning of October of each year.

Prefecture Money Aggregates

1. MF1

MF1 is the end of month outstanding demand deposits held by individuals and firms at domestically licensed bank. MF1 data by prefecture are available from Monthly Economic Statistics of Bank of Japan. Due to the extension of the coverage banks included in this statistics in April 1989 and occasional consolidations of banks, MF1 data sometimes show an unusual increase, particularly in April 1989.

MF1 is the prefecture counterpart of national M1. However, the following caveats are in order. First, MF1 data do not include cash, because regional data on the
amount of currency held by individuals are not available. Second, they do not have the breakdown by the individuals and firms. Third, they do not include the demand deposit at the community banks, the Norinchukin bank, and the Shokochukin bank, which are included in the computation of the M1 statistics. However, MF1 data always explain about 70 percent of M1 during 1985 - 1998, and about 80 percent from 1989 - 1991, and about 70 percent from 1992 to 1997. Therefore, MF1 predicts about 70 percent of M1 for 1991 - 1997, the period covered in the disaggregate time series analysis.

2. MF2

MF2 is the sum of the deposit in domestically licensed banks, community banks and Shokochukin Bank. MF2 consists of both demand deposit and savings deposit and is our counterpart of national M2 + CD minus cash, with the existence of the following statistical discrepancies:

First, the prefecture breakdown of CDs outstanding does not exist, hence we ignore them. Second, we only eliminate the deposit held by the financial institutions for domestically licensed banks, since the breakdown of deposits held by financial institutions by prefecture are available for domestically licensed banks only. Third, we exclude the data for the Norinchukin bank from the regional deposit statistics to avoid possible double count of same deposits. However, MF2 data always explain about 98 percent of M2 + CD from 1985 - 1998, about 95 percent from 1993 - 1995, and about 90 percent from 1996 - 1997. Therefore, MF2 predicts almost constant proportion of M2 + CD when we are careful about the selection of sample period.

Both MF1 and MF2 figures are deflated by the gross prefecture expenditure deflator and divided by the population in each region to obtain per-capita real money balance.
Appendix B: Hierarchical Bayes Estimation of Random Coefficients and Mixed Fixed and Random Coefficients Models

In this appendix we explain how the random coefficient models and the mixed fixed and random coefficients models are estimated in the Bayesian framework. We start with a general framework by Hsiao, et.al (1993), and then explain how this general framework is implemented in this paper.

Suppose there are observations of $1 + k_1 + k_2$ variables $(y_{it}, x'_{it}, z'_{it})$ of $N$ cross-sectional units over $T$ time periods, where $i = 1, \ldots, N$ and $t = 1, \ldots, T$.

Denote

$$
\begin{align*}
\mathbf{y} &= \begin{pmatrix} y_1 \\ \vdots \\ y_N \end{pmatrix} \\
\mathbf{X} &= \begin{bmatrix} 
X_1 & X_2 \\
\vdots & \vdots \\
X_N & \vdots 
\end{bmatrix}, \\
\mathbf{Z} &= \begin{bmatrix} 
Z_1 & \vdots & Z_N 
\end{bmatrix},
\end{align*}
$$

where

$$
\begin{align*}
y'_i &= (y_{i1}, \ldots, y_{iT}), \\
X_i &= \begin{pmatrix} 
x_{i11} & \cdots & x_{i1k_1} \\
\vdots & \vdots & \vdots \\
x_{iT1} & x_{iTk_1} 
\end{pmatrix}, \\
z_i &= \begin{pmatrix} 
z_{i11} & \cdots & z_{i1k_2} \\
\vdots & \vdots & \vdots \\
z_{iT1} & \cdots & z_{iTk_2} 
\end{pmatrix},
\end{align*}
$$

$i = 1, \ldots, N$.

We assume that

$$
y = \mathbf{X} \beta + \mathbf{Z} \gamma + \mathbf{u}
$$

where $\beta$ and $\gamma$ are $Nk_1 \times 1$ and $Nk_2 \times 1$ vectors respectively, and

$$
\mathbf{u} = \begin{pmatrix} u_1 \\ \vdots \\ u_N \end{pmatrix} \sim N(0, \Sigma),
$$

(B.1)

(B.2)
\[ u'_i = (u_{i1}, \ldots, u_{iT}), E(u_i u'_j) = \begin{cases} \sigma_i^2 I_T & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases} \]

We further assume that the \( Nk_1 \times 1 \) vector \( \beta \) satisfies:

\[ \beta = \begin{bmatrix} \beta_1 \\ \vdots \\ \beta_N \end{bmatrix} = A_1 \bar{\beta} + \eta, \quad (B.3) \]

where \( \beta_i \) is \( k_1 \times 1 \) vector, \( i = 1, \ldots, N \), \( A_1 \) is an \( Nk_1 \times m \) matrix with known elements, \( \bar{\beta} \) is an \( m \times 1 \) vector of constants, and

\[ \eta \sim N(0, C), \eta = \begin{bmatrix} \eta_1 \\ \vdots \\ \eta_N \end{bmatrix}, \quad (B.4) \]

and the variance covariance matrix \( C \) is assumed to be nonsingular, and \( E(\eta_i) = 0, E(\eta_i \eta'_j) = \begin{cases} \Delta & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases} \)

The \( Nk_2 \times 1 \) vector of \( \gamma \) is assumed to satisfy

\[ \gamma = \begin{bmatrix} \gamma_1 \\ \vdots \\ \gamma_N \end{bmatrix} = A_2 \bar{\gamma}, \quad (B.5) \]

where \( A_2 \) is an \( Nk_2 \times n \) matrix with known elements, and \( \bar{\gamma} \) is an \( n \times 1 \) vector of constants. Because \( A_2 \) is as known matrix, \( (B.1) \) is formally identical to

\[ y = X \beta + Z \gamma + u, \quad (B.1') \]

where \( Z = ZA_2 \). However, by postulating \( (B.4) \) we can allow for various possible fixed parameter configurations.

**B.1. Formulation and estimation of dynamic random coefficient models.**

If we let

\[ Z = 0, \quad A_1 = \epsilon_N \otimes I_K \]

\[ C = I_N \otimes \Delta, \]

in \( (B.1) \), where \( \epsilon_N \) denotes the \( N \times 1 \) vector of ones, we get random coefficients model with

\[ \beta_i = \bar{\beta} + \eta_i, \quad (B.6) \]
\[ y_i = Q_i \beta + v_i, \quad i = 1, \ldots, N, \quad \text{(B.7)} \]

where \( Q_i = (y_{i,-1}, X_i) \), \( \beta_i \) includes the coefficient for lagged dependent variable

\[ y_{i,-1} = (y_{i,0}, \ldots, y_{i,T-1})', \quad v_i = Q_i \eta_i + u_i. \quad \text{(B.8)} \]

We change notation \( X_i \) to \( Q_i = (y_{i,-1}, X_i) \) to emphasize that the present model is a dynamic one, where \( X_i \) denotes all the exogenous explanatory variables. As a result of the dynamic feature of the present model, \( E(v_i | Q_i) \neq 0 \) (Hsiao (2001b)). Therefore, contrary to the static case, the least squares estimator of the common mean, \( \hat{\theta} \) is inconsistent. In addition, the covariance matrix of \( v_i, V \), is not easily derivable, hence the procedure of premultiplying (B.8) by \( V^{-1/2} \) to transform the model into one with serially uncorrelated error is not implementable. Neither the Instrumental Variable method appears implementable as the instruments that are uncorrelated with \( v_i \) are most likely uncorrelated with \( Q_i \) as well.

Our estimation procedures use the Hierarchical Bayes Estimator developed by Hsiao, Pesaran and Talmișcoğlu (1999).

This estimator is performed in the following steps:

Step 1: Under the assumption that \( y_{i,0} \) are fixed and known and \( \eta_i \) and \( u_{it} \) are independently normally distributed, we can implement the Bayes estimator of \( \beta \) conditional on \( \sigma^2_i \) and \( \Delta \) using the formula for the (unconditional) posterior distribution of \( \beta \) given \( y \) (Hsiao et al. (1993, p. 70)).

The Bayes Estimator conditional on \( \Delta \) and \( \sigma^2_i \) is:

\[
\hat{\beta}_B = \left\{ \sum_{i=1}^{N} (\sigma^2_i (Q_i'Q_i)^{-1} + \Delta)^{-1} \right\}^{-1} \sum_{i=1}^{N} [\sigma^2_i (Q_i'Q_i)^{-1} + \Delta]^{-1} \beta_i. 
\]

Since in practice, \( \sigma^2_i \) and \( \Delta \) are rarely known, we substitute the consistent estimates for
\[ \sigma_i^2 = \frac{\hat{u}_i' \hat{u}_i}{T - K} = \frac{1}{T - K} y_i' [I - Q_i(Q_i'Q_i)^{-1} X_i' y_i], \]
\[ \hat{\Delta} = \frac{1}{N} \sum_{i=1}^{N} (\hat{\beta}_i - \frac{1}{N} \sum_{i=1}^{N} \hat{\beta}_i), \]
\[ \hat{\beta}_i = (Q_i'Q_i)^{-1} Q_i' y_i, \]

The above steps give empirical Bayes Estimator. We save the estimated \( \hat{\beta} \) and the related variances to construct the informative prior for the Hierarchical Bayes Estimator.

Step 2: Use Gibbs Sampler to Calculate the Hierarchical Bayes Estimator.

Assume that the prior distribution of \( \sigma_i^2 \) and \( \Delta \) are independent and are distributed as

\[ P(\Delta^{-1}, \sigma_1^2, \ldots, \sigma_N^2) = W(\Delta^{-1} | (\rho R)^{-1}, \rho) \prod_{i=1}^{N} \sigma_i^{-1}, \]

where \( W \) represents the Wishart distribution with scale matrix \( \rho R \) and degrees of freedom \( (\rho) \) (Lindley and Smith (1972)). Incorporating this prior into (B.7) and (B.8), we use Gibbs sampler to calculate marginal posterior error densities of the parameters of interest by integrating out \( \sigma_i^2 \) and \( \Delta \) from the joint posterior density.

The Gibbs sample is an iterative Markov Chain Monte Carlo method which only requires the knowledge of the full conditional densities of the parameter vector (e.g., Gelfand and Smith (1990)). Starting from some arbitrary initial values, say \( (\theta_1^{(0)}, \theta_2^{(0)}, \ldots, \theta_k^{(0)}) \) for a parameter vector \( \theta = (\theta_1, \ldots, \theta_k) \), it samples alternatively from the conditional density of each component of the parameter vector conditional on the values of other components sampled in the latest iteration. That is:

1. Sample \( \theta_1^{(j+1)} \) from \( P(\theta_1 | \theta_2^{(j)}, \theta_3^{(j)}, \ldots, \theta_k^{(j)}, y) \)
2. Sample \( \theta_2^{(j+1)} \) from \( P(\theta_2 | \theta_1^{(j+1)}, \theta_3^{(j)}, \ldots, \theta_k^{(j)}, y) \)
   
   \vdots
3. Sample \( \theta_k^{(j+1)} \) from \( P(\theta_k | \theta_1^{(j+1)}, \ldots, \theta_{k-1}^{(j+1)}, y) \)

The vectors \( \theta^{(0)}, \theta^{(1)}, \ldots, \theta^{(k)} \) forms a Markov Chain with transition probability from
stage $\theta^{(j)}$ to the next stage $\theta^{(j+1)}$ being

$$K(\theta^{(j)}, \theta^{(j+1)}) = P(\theta_1 | \theta_2^{(j)}, \ldots, \theta_k^{(j)}, y) P(\theta_2 | \theta_1^{(j+1)}, \theta_3^{(j)}, \ldots, \theta_k^{(j)}, y)$$

$$
\cdots P(\theta_k | \theta_1^{(j+1)}, \ldots, \theta_{k-1}^{(j+1)}, y).
$$

As the number of iterations $j$ approaches infinity, the sample values in effect can be regarded as drawing from true joint and marginal posterior densities. Moreover, the ergodic averages of functions of the sample values will be consistent estimation of their expected values.

In our case, $\theta_i$ is $\beta_i$. Under the assumption that the prior of $\beta, \beta^*$, and the related variances $\Psi$ are obtained from Empirical Bayes Estimator, the Gibbs sampler for (B.6) - (B.7) are easily obtained from

$$P(\beta_i | y, \bar{\beta}, \Delta^{-1}, \sigma_i^2, \ldots, \sigma_N^2) \sim N \{ A_i (\sigma_i^{-2} Q_i^2 y_i + \Delta^{-1} \bar{\beta}), A_i \},$$

$$P(\bar{\beta} | y, \beta_1, \ldots, \beta_N, \Delta^{-1}, \sigma_1^2, \ldots, \sigma_N^2) \sim N \{ D (N \Delta^{-1} + \Psi^{-1} \beta^*), B \}$$

$$P(\Delta^{-1} | y, \beta_1, \ldots, \beta_N, \bar{\beta}, \sigma_1^2, \ldots, \sigma_N^2) \sim W \left[ \left( \sum_{i=1}^{N} (\beta_i - \bar{\beta})(\beta_i - \bar{\beta})^\top + \rho R \right)^{-1}, \rho + N \right],$$

$$P(\sigma_i^2 | y_i, \beta_1, \ldots, \beta_N, \bar{\beta}, \Delta^{-1}) \sim IG(T/2, (y_i - Q_i \beta_i)(y_i - Q_i \beta_i)/2), i = 1, \ldots, N,$$

where $A_i = (((\sigma_i^{-2} Q_i^2 + \Delta^{-1})^{-1}, D = (N \Delta^{-1} + \Psi^{-1})^{-1}, \bar{\beta} = \frac{1}{N} \sum_{i=1}^{N} \beta_i$, and $IG$ denotes the inverse gamma distribution.


(B.3) and (B.1') gives the mixed fixed and random coefficient model used by Hsiao et.al, (1989) and Hsiao and Tahniscioglu (1997).

The estimator could have followed the Bayesian estimators by Hsiao et.al (1993). However, as diffuse priors are assumed for $\beta$ in this framework, while Gibbs samples works under informative priors (using diffuse prior fails to converge to the right distribution (Hobert and Casella (1996)). We therefore base our estimation on the random coefficient
model above, but change the priors for the individual specific effects to 10 for MF1 and MF2, and save the estimated coefficients as the mixed fixed and random estimation results.

We performed 11,000 iterations for the Gibbs sampler and throw away the first 1,000 iterations to make sure that our results approximates the performance of the estimators under limiting distributions.
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